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aos meus pais



“You look at where you’re going and where you are and it never makes sense,
but then you look back at where you’ve been and a pattern seems to emerge.

And if you project forward from that pattern, then sometimes you can come up with
something.”

Robert M. Pirsig in Zen and the Art of Motorcycle Maintenance
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1
Introduction

Rules are an essential part of what makes us humans. They are prime methods of
information storage and sharing, employed every day to assimilate complex ideas
into more manageable chunks of information. Their use can be found everywhere,
from the mental note “if I do not put the alarm, then I will not wake up” to the
intricate system of clinical diagnosis rules employed by physicians. A simple example
is a clinical rule for diagnosing the flu, given by “if a person has either a fever or sore
throat (between others), then she has the flu.”.
A rule does not need to be always correct, but in most cases, it should; otherwise,
it would not contain the essential information about the problem. Nonetheless, their
most compelling property is that they are easy to understand, i.e., interpretable. Thus,
it should not come as a surprise that researchers have long used them to describe the
world, be it in machine learning or data mining.

While machine learning is concerned with finding a representation from data that
can predict current and future events, data mining is concerned with extracting in-
teresting information from data. Even though both tasks are intertwined and rule
utilization is extensive in both fields, they stem from different intentions; hence, they
arrive at different outcomes. In machine learning, the combination of several rules
forms a model that makes predictions about future events. In data mining, sets of
rules describe patterns in data that are worth seeing.
In the wake of deep learning successes, one can question if rule-based models still
have a place; after all, deep learning models seem to make better predictions. Never-
theless, the complex nature of deep learning from which its success stems is also its
main limitation as its models are inscrutable and not accountable. For this reason, it
is imperative to find algorithms that can learn high-quality rule-based models from
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data that are competitive in prediction while at the same time interpretable.

Even though research on rule-based models started more than half a century ago,
many questions remain to be answered, such as: What is an optimal set of rules?
What is the relationship between rules in data mining and machine learning? Can we
guarantee that the models are statistically robust before seeing future data?
To answer such questions, we apply the Minimum Description Length (MDL) principle
to rule-based models, which objectively quantifies the quality of models and guaran-
tees statistical robustness. Based on information theory, the principle states that the
best model is the simplest that describes the data well. This idea is a formal restate-
ment of Occam’s Razor, the law of parsimony that directly relates to the notion that a
good rule, but now a set of rules, should only describe what matters most in the data
for a particular task.

More specifically, we focus on ordered rule sets, i.e., rule lists. These are the first rule-
based model invented, and—compared to their unordered counterparts—they have
appealing mathematical properties that allow for a suitable formulation according to
the MDL principle. This dissertation establishes a better understanding of rules and
rule lists in machine learning and data mining. To distinguish between both, rule lists
are called predictive rule lists in machine learning and subgroup lists in data mining.
Our focus in machine learning is on supervised learning and in data mining on sub-
group discovery. For the less acquainted with the last topic, subgroup discovery is the
task of finding descriptions of data subsets—rules in tabular data—that deviate from
“normal behaviour” for a target variable. In both cases, the MDL principle formalizes
their optimality for a given dataset.

Motivation. The research conducted in this dissertation was in part motivated by the
real-world problem of flight delays, and in specific by the SAPPAO (a Systems AP-
proach towards data mining and Prediction in Airlines Operations) project. Its object-
ive was to integrate flight delay predictions in optimizing airplane and crew schedules
to reduce fuel and crew costs and decrease unnecessary CO2 emissions. In our part
of the project, we focused on the characterization of subgroups of flights with above-
average delays. We show an example of utilizing our theory and algorithms in publicly
available datasets in Section 5.5.
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1.1 Predictive rule lists

Interpretable machine learning has recently witnessed a strong increase in attention
[26], both within and outside the scientific community, driven by the increased use
of machine learning in industry and society. This is especially true for applications
domains where decision making is crucial and requires transparency, such as in health
care [81, 68] and societal problems [67, 126].

While it is of interest to investigate how existing ‘black-box’ machine learning models
can be made transparent [104], the trend towards interpretability also offers op-
portunities for data mining, or Knowledge Discovery from Data (KDD), as this field
traditionally has a stronger emphasis on intelligibility.

In recent years several interpretable approaches have been proposed for supervised
learning tasks, such as classification and regression. Those include approaches based
on prototype vector machines [95], generalized additive models [84], decisions sets
[69, 122], and predictive rule lists [81, 125]. Restricting our focus to classification, we
make two important observations. First, we observe that state-of-the-art algorithms
[69, 122, 81, 125, 5] are designed for binary classification; no interpretable methods
specifically aimed at multiclass classification have been proposed, despite being a
common scenario in practice. Multiclass classification is more challenging because
of 1) the increased complexity in model search, due to the uncertain consequences
of favouring one class over the others, and 2) the lack of possibilities to prune the
search such as commonly used when finding, e.g., decision lists [5] or Bayesian rule
lists [125] for binary classification. Our second observation is that although current
methods based on rules [81, 125] and decision sets [69, 122] are effective, they
tend to have 1) a fair number of hyperparameters that need to be fine-tuned and 2)
limited scalability. Especially the need for hyperparameter tuning can be problematic
in practice, as it requires significant amounts of computation power and data (i.e.,
not all data can be used for training, as a substantial part has to be reserved for
validation).

To address these shortcomings, we introduce a novel approach to finding interpretable,
probabilistic multiclass classifiers that requires very few hyperparameters and results in
compact yet accurate classifiers. In particular, we will show that our method naturally
provides a desirable trade-off between model complexity and classification perform-
ance without the need for hyperparameter tuning, which makes the application of
our approach very straightforward and the resulting models both adequate classifiers
and easy to interpret.

We use probabilistic rule lists, as both the antecedent of a rule (i.e., a pattern) and its
consequent (i.e., a probability distribution) is interpretable [81]. Using a probabilistic
model has the additional advantage that one cannot only provide a crisp prediction,
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but also make a statement about the (un)certainty of that prediction. Note that, given
a set of ordered patterns, we can trivially estimate the corresponding consequent
probability distributions from the data. The remaining question, then, is how to select
a set of patterns that together form an interpretable rule list.

Interpretable rule list discovery. Informally, the problem of finding interpretable
rule lists for prediction is: how to select a compact set of rules that together define a
predictive rule list that is accurate yet it does not overfit. Overfitting is not only im-
portant to ensure generalizability beyond the observed data, but it also aligns with
keeping the models as compact as possible: larger models are harder to interpret by a
human analyst [56] and more prone to overfit. Another layer of interpretability that
we consider is that the algorithm used to find these rule lists does not have many hy-
perparameters, and thus does not require much human intervention to obtain good
and reliable models.

Recent optimization [69] and Bayesian [125] approaches to obtain interpretable rule
lists for classification heavily rely on hyperparameters to achieve this, but those need
to be tuned by the analyst and we specifically aim to avoid this.
To accomplish this, the solution that we propose is based on the MDL principle [107,
48].

1.2 Subgroup lists

Exploratory Data Analysis (EDA) [118] aims at enhancing its practitioner’s natural
ability to recognize patterns in the data being studied. The more she explores the
more she discovers, but also the higher the risk of finding interesting results arising
out of coincidences, as, e.g., spurious relations between variables that have no con-
nection in the real world. Intuitively this corresponds to testing multiple hypothesis
without realizing it. This duality of EDA requires a thorough analysis of results and
highlights the need for statistically robust techniques that allow us to explore the
data in a responsible way. While EDA encompasses all techniques referring to data
exploration, Subgroup Discovery (SD) [63, 8] is the subfield concerned with discov-
ering interpretable descriptions of subsets of the data that stand out with respect to
a given target variable, i.e., subgroups. In this dissertation, we aim at improving the
discovery of subgroup lists, i.e., ordered sets of subsets, that describe different regions
of the data while being statistically robust at an individual level and as a whole.

Subgroup discovery (SD) can be seen as the exploratory counterpart to rule learning or



Chapter 1. Introduction 5

association rule mining, where the targets/consequent of the rules are fixed, and rules
are ranked according to quality measures combining subgroup size and deviation
of the target variable(s) with respect to the overall distribution in the data. In its
traditional form, subgroup discovery is also referred to as top-k subgroup mining [8],
which entails mining the k top-ranking subgroups according to a local quality measure
and a number k selected by the user. Since its conception, subgroup discovery has
been developed for various types of data and targets, e.g., nominal, numeric [45], and
multi-label [72] targets. SD has been applied in a wide range of different domains
[52, 8], such as identifying the properties of materials [43], unusual consumption
patterns in smart grids [60], identifying the characteristics of delayed flights [98],
and understanding the influence of pace in long-distance running [23].

Even though SD appeals to several domains, top-k mining traditionally suffers from
three main issues that make it impractical for many applications: 1) poor efficiency of
exhaustive search for more relevant quality measures [12]; 2) redundancy of mined
subgroups, i.e., the fact that subsets with the highest deviation according to a cer-
tain local quality measure tend to cover the same region of the dataset with slight
variations in their description of the subset [75]; 3) lack of generalization or statist-
ical robustness of mined subgroups [77]. In this dissertation, we focus on the last
two issues together: lowering redundancy by finding small lists of subgroups that de-
scribe the differences in the data well; and obtaining statistically robust subgroups.
First, we define what an optimal subgroup list is using the MDL principle. Second,
we propose a greedy algorithm that finds good subgroup lists using a local objective
that is equivalent to maximizing Bayesian one-sample proportions, multinomial or
t-test between each subgroup’s distribution and the dataset marginal distribution, for
binary, nominal or numeric data, respectively, plus a penalty for multiple hypothesis
testing.

In recent years both issues have been partially addressed, mostly independent of each
other; we next briefly discuss recent advances and limitations.

In terms of redundancy, the first main limitation of existing works is their focus on
one type of target variables, such as binary targets [14, 10], nominal targets [71], or
numeric targets [83], where only DSSD focuses on univariate and multivariate nom-
inal and numeric targets [75]. The second main limitation is the lack of an optimality
criterion for subgroup sets or lists, where the only exception is FSSD [10]. It is im-
portant to emphasize that some works aim to find sequential subgroups or subgroup
lists, while others aim to find unordered sets or subgroup sets. Subgroup lists are akin
to predictive rule lists [96] in the sense that each subgroup needs to be interpreted
sequentially and they are not allowed to overlap, while subgroup sets are allowed
to overlap. In this chapter, we focus solely on subgroup lists, and although previous
works often did not use this term, we retroactively rename those models that are in
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fact subgroup lists.
In terms of statistical robustness, most existing approaches consider first mining the
top-k subgroups and then post-processing them in terms of a statistical test to find if
the discovered subgroups are statistically significant [30, 77].

Robust subgroup discovery. Informally the problem of robust subgroup discovery
is to define and find the globally optimal set or list (i.e., an ordered set) of non-
redundant subgroups that together explain the most relevant local deviations in the
data with respect to specified target variables. As finding the optimal set or list will
typically be practically infeasible, the secondary problem is to construct an algorithm
that efficiently mines “good” subgroup sets or lists from the data that retains as much
from the global formulation’s statistical properties as possible.

In this dissertation we restrict our focus to finding subgroup lists, because 1) they
were one of the first model classes proposed for subgroup set discovery [71]; 2) they
allow for an optimal formulation based on the MDL principle due to its property of
unambiguously partitioning the data into non-overlapping parts; and 3) finally, they
allow an ordered interpretation of the subgroups, i.e., from most to least relevant
discovered subgroup.

1.3 Research question and contributions

This dissertation attempts to answer one overarching research question:

How to learn robust and interpretable rule-based models from data for machine learning
and data mining, and define their optimality

In pursuit of valid answers to this question, this dissertation presents contributions
on five topics: 1) predictive rule lists; 2) subgroup lists; 3) MDL learning theory; and
4) the difference between predictive rules and subgroup discovery rules.

Our contributions on predictive rule lists and machine learning are the following:

1. Interpretable predictive rule lists using MDL (Chapter 3) – We define optimal
predictive rule lists for single- and multi-target classification and regression
using the MDL principle. For classification, we derive two optimal encodings:
the prequential plug-in; and the Normalized Maximum Likelihood (NML) (Sec-
tion 3.4.3). For regression we use a Bayesian encoding with non-informative
priors (Section 3.5.3).
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2. CLASSY algorithm (Chapter 4) – We propose a heuristic algorithm for finding
good predictive rule list for multiclass classification. The algorithm combines
a frequent pattern mining algorithm to mine all the candidate rules with a
greedy search to sequentially add rules to a list. Technically, CLASSY only has
one hyperparameter, the candidate rules taken as input to find the rule list. It
is empirically shown that Classy outperforms RIPPER, C5.0, CART, and Scalable
Bayesian Rule Lists (SBRL) [125] when it comes to the combination of classific-
ation performance and interpretability.

Our contributions on subgroup lists and subgroup discovery are the following:

3. Subgroup list model class (Chapter 2) – We define the subgroup list model class
over a tabular dataset in general, providing a global probabilistic formulation
for the problem of sequential subgroup mining, and in particular for univariate
and multivariate, nominal and numeric targets.

4. Robust subgroup lists using MDL (Chapter 3) – We define optimal subgroup lists
using the MDL principle, where we resort to the optimal Normalized Maximum
Likelihood (NML) encoding for nominal targets (Section 3.4) and the Bayesian
encoding with non-informative priors for numeric targets (Section 3.5). Not-
ably, we show that this problem formalization is equivalent to the standard
definition of top-1 subgroup discovery with Weighted Kullback-Leibler (WKL)
divergence as quality measure for the case of a subgroup list with one subgroup
(Section 3.4.3 for nominal targets and Section 3.5.3 for numeric targets).

5. RSD algorithm (Chapter 5) – We propose the Robust Subgroup Discoverer (RSD)
algorithm, which combines beam search to find subgroups with greedy search
to iteratively add the best found subgroup to the subgroup list (Section 5.2). We
show that the greedy objective is equivalent to a one-sample Bayes proportions,
multinomial, or t-test (for binary, nominal or numeric targets, respectively) plus
a penalty to compensate for multiple hypothesis testing (Section 3.4.4 for binary
and nominal targets, Section 3.5.4 for numeric targets, and Section 5.2.3 for the
greedy objective of RSD).

The contributions on MDL learning theory are the following:

6. Prequential plug-in code for partition models – Derivation of the prequential plug-
in asymptotically optimal encoding, a refined MDL encoding, for model classes
that partition the data for nominal target variables—subgroup lists, rule lists,
trees, etc. (presentation in Section 3.4 and full derivation in Appendix B).

7. Normalized Maximum Likelihood for partition models – Derivation of the Normal-
ized Maximum Likelihood (NML) optimal encoding, a refined MDL encoding,
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for model classes that partition the data for nominal target variables—subgroup
lists, rule lists, trees, etc. (presentation in Section 3.4 and full derivation in Ap-
pendix C).

8. Bayesian encoding of normal distributions for partition models – Derivation of
a Bayesian optimal encoding of normal distributions with non-informative pri-
ors for numeric targets (presentation in Section 3.5 and full derivation in Ap-
pendix D). It is shown that for large number of instances it converges to the BIC
(Appendix E). Similarly to the prequential and NML encodings, it can be used
by any model class that unambiguously partitions the data, such as subgroup
lists, rule lists, trees, etc.

9. Greedy MDL algorithms maximize local statistical test (Chapter 5) – We show that
the greedy gain commonly used in the MDL for pattern mining literature can
be interpreted as an MDL equivalent to a local Bayesian hypothesis test, a.k.a.
Bayesian factor, on the likelihood of the data being better fitted by the greedy
extended model versus the current model, plus a penalty for the extra model
complexity (Section 5.2.3).

Finally, our contribution on the difference between predictive rules and subgroup
discovery rules:

10. Subgroups discovery versus rule-based prediction – We demonstrate the differ-
ence between the formal objectives for subgroup discovery and predictive rule
models, such as classification rule lists, from the perspective of our MDL-based
approach (Section 3.7).

1.4 Outline of this dissertation

The structure of this dissertation is as follows. Chapter 2 presents the fundamental
problem definitions and mathematical notation necessary to understand later chapters.
It starts with a gentle introduction of association rules in rule-based classifiers, sub-
group discovery, and subgroup set discovery, posteriorly formalizing these tasks for
supervised data. Moreover, it presents the rule list model class and specializes this
generic model class to the predictive rule list in machine learning and the subgroup
list in subgroup discovery. Then, it shows how to empirically measure the quality of
classification models, subgroups, and subgroup sets.
Chapter 3 presents how to encode rules, predictive rule lists, and subgroup lists using
the MDL principle for univariate and multivariate nominal and numeric target vari-
ables. Then, it proceeds to prove the equivalence of MDL-based subgroup lists with
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one subgroup and the standard definition of subgroup discovery—top-1 mining—with
the Weighted Kullback-Leibler (WKL) divergence as a quality measure. Finally, we use
our MDL formulation of predictive rule lists and subgroup lists to find the similarities
and differences between rule-based prediction and subgroup discovery.
Chapter 4 introduces CLASSY, a heuristic algorithm based on the MDL principle to find
good predictive rule lists for multiclass classification. Then, extensive empirical com-
parisons validate our proposed MDL formulation and algorithm in terms of classific-
ation performance, interpretability, overfitting, and runtime. They show that CLASSY

is competitive in classification performance against state-of-the-art algorithms that
produce rule-based models (or trees) while usually finding simpler models.
In Chapter 5, we propose the Robust Subgroup Discoverer (RSD) algorithm finds good
subgroup lists based on our MDL formulation. It combines beam search for candidate
generation with greedy search to add one subgroup at a time. Moreover, this greedy
gain equals an MDL equivalent of Bayesian testing. Then, our MDL formulation and
RSD show that they obtain high-quality subgroup lists on 54 datasets compared to
state-of-the-art algorithms. In the end, we conduct three case studies to show how
RSD works on real-world problems.
Finally, Chapter 6 presents the main conclusions of this dissertation and possible fu-
ture work directions.

1.5 Publications

The chapters of this thesis are based on the following publications:

• H. M. Proença and M. van Leeuwen. Interpretable multiclass classification by
mdl-based rule lists. Information Sciences, 512:1372–1393, 2020

• H. M. Proença, P. Grünwald, T. Bäck, and M. van Leeuwen. Discovering out-
standing subgroup lists for numeric targets using mdl. In Joint European Confer-
ence on Machine Learning and Knowledge Discovery in Databases, pages 19–35.
Springer, 2020

• H. M. Proença, T. Bäck, and M. van Leeuwen. Robust subgroup discovery. Data
Mining and Knowledge Discovery (preprint available in arXiv:2103.13686), sub-
mitted

Other publications

• H. M. Proença, R. Klijn, T. Bäck, and M. van Leeuwen. Identifying flight delay
patterns using diverse subgroup discovery. In 2018 IEEE SSCI, pages 60–67.
IEEE, 2018





2
Preliminaries

In this chapter predictive rule lists and subgroup lists are presented. To that end, we
give a gentle introduction to association rules, what constitutes a rule-based classifier
and subgroup discovery, and how to measure the quality of a rule-based model in
classification and subgroup discovery.

This chapter is divided as follows. First, in Section 2.1 we give a high-level intro-
duction of association rules, rule-based classifiers, subgroup discovery, and subgroup
set discovery. Next, in Section 2.2 the notation for supervised structured i.i.d. data
is presented together with a formal definition of prediction, subgroup discovery, and
subgroup set discovery tasks. Then, in Section 2.3 association rules and their charac-
teristics are introduced. After that, in Section 2.4 the rule list model class is defined
in general plus the specific case of the predictive rule lists and the subgroup list.
Then, in Sections 2.5, 2.6, and 2.7 performance measures for classification, quality
measures for subgroup discovery, and quality measures for subgroup set discovery are
introduced, respectively.

2.1 Introduction to rules

The main topics of this thesis, rule-based classification and subgroup discovery, are
two paradigms arising from related fields, machine learning and data mining, re-
spectively. Both topics share the fact that they are supervised tasks on structured data
that resort to association rules to construct their models. Thus, we will now inform-
ally introduce what each of these tasks encompasses, starting from what they have in
common, and finalizing with their differences.
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Association rule. An association rule a 7→ b is an assertion of a possible relationship
between the antecedent a and consequent b, which can be read in the form of “If a
appears in the data then b usually also appears” with a certain level of confidence
[2]. A classic example from market basket analysis is that people who buy bread
and butter (antecedent), usually, also buy milk (consequent) [2]. In this case, the
association rule takes the form of: {bread = yes}&{butter = yes} 7→ milk = yes.
A probabilistic extension of these rules, deemed a probabilistic association rule [81],
associates a parametric probability distribution to the consequent, thus, instead of
having a crisp decision, it has a probability associated with each possible case:

a 7→ b ∼ Dist(Θ), (2.1)

where Θ are the parameters of the distribution Dist that describe the consequent.
In the case of the previous example, where the consequent is a binary variable, this
could take the form of: {bread = yes}&{butter = yes} 7→ milk ∼ Bernouilli(pyes =

0.60; pno = 0.40); where pyes is the probability of having bought milk, and pno =

1− pyes the probability of not having bought it. A rule is said to be active in a region
of the data D if for a data instance x ∈ D its antecedent is present, such as in our
example {bread = yes}&{butter = yes}.

Rule-based classifiers. Classification is the task of predicting an unseen outcome y
of a discrete target variable from an instance of explanatory variables x [36]. In order
to learn the relationship between the variables, a classification model is learned from
a supervised dataset D = {X, Y }, which is composed of paired examples (x, y). Note
that we only talk about rule-based classifiers and not regressors because, to the best
of our knowledge, there are no competitive rule-based models for regression.

Rule-based classifiers aggregate several rules together in order to perform classifica-
tion. Combining rules in different ways leads to different rule-based models, of which
two stand out [39]: 1) rule list or sequential activation [109, 85]—the activation of
the rules for prediction follows a pre-determined order of the form if rule 1 then
Dist(Θ1)... else if rule 2 then Dist(Θ2), finishing with a default else Dist(Θm) that
captures all the data not covered by any of the previous rules; 2) rule set or over-
lapping rules [21]—an unordered set of rules where several individual rules can be
activated at the same time, overlapping. The key difference between both models is
that rule lists are ordered and only one rule is active for one data sample x, while rule
sets are unordered and multiple rules can be active for one data sample x.
The objective of a rule-based classifier is to maximize a performance measure, thus
each association rule should contribute to that global goal, i.e., each rule should
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take into account other rules to maximize the overall quality of the classifier. Look-
ing back at our example, we see that {bread = yes}&{butter = yes} 7→ milk ∼
Bernouilli(pyes = 0.60; pno = 0.40) does not seem particularly good for predic-
tion as it does not distinguish very well between both classes. On the other hand,
the rule {yoghurt = yes} 7→ milk ∼ Bernouilli(pyes = 0.90; pno = 0.10) seems
well suited for prediction. A note should be made in relation to decision lists, which
have the same format as rule lists, but instead of combining probabilistic association
rules, they are composed of decision rules, with a crisp decision as in our example
{bread = yes}&{butter = yes} 7→ milk = yes, and appeared first in the literature
[109].

Subgroup Discovery (SD). Subgroup discovery is the data mining task of finding
subgroups that stand out with respect to some given target variable(s). The definition
of standing out, also known as interestingness, is quantified by a quality measure,
which depends on the task at hand [123, 63]. In general, these measures quantify
quality by how different the target variable distribution of a subgroup is from what is
defined as ‘normal’ behavior in a dataset. In the case of structured data, a subgroup
generally takes the form of an association rule, and the ‘normal’ behavior is usually
measured by the average behavior of the target variable of that dataset [8]. Going
back to the market basket analysis example, let us consider a dataset made up of
the shopping baskets of different clients, and that has as target variable if a client
bought milk (or not). ‘Normal’ behavior can be given by the percentage of people that
buy milk over the whole dataset, and let us assume that this value is 90%. Thus, the
subgroup defined by {bread = yes}&{butter = yes} 7→ milk ∼ Bernouilli(pyes =

0.60; pno = 0.40) seems interesting, as compared with normal behavior, people that
buy bread and butter buy milk 33% times fewer times than an average client. This
is in clear contrast with rules for prediction, as subgroups that are interesting do not
have to divide well between classes: they need to stand out with respect to what is
‘normal’ behavior in the data. Sometimes, depending on the dataset and task at hand,
a good subgroup will also be a good predictive rule, but both tasks arise from differ-
ent goals and should thus not be confused. In its standard form, subgroup discovery
is called top-k mining, as the goal is to find the k top subgroups that maximize a user-
defined quality measure. As the quality measures only quantify the individual quality
of a subgroup, top-k mining is a local paradigm, as it is only concerned with the in-
dependent performance of the k subgroups on the respective data covered by each of
their descriptions. Top-k subgroup discovery usually finds subgroups that cover the
same region of the data, hence it returns redundant subgroups for many datasets. As
a solution to this, subgroup set discovery was proposed.
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Subgroup Set Discovery (SSD). The task of finding a non-redundant set of sub-
groups that are individually and collectively interesting at the same time is called
Subgroup Set Discovery (SSD) [75]. Contrary to a predictive paradigm, the objective
is that the subgroups still abide by the standard subgroup discovery principle of locally
standing out with respect to the ‘normal’ behavior, while at the same time, globally de-
scribing different regions of the dataset. To extend subgroup discovery to its set form,
two main models exist: 1) subgroup lists or ordered sets [71]—a set of subgroups that
should be interpreted sequentially and where no subgroup is allowed to overlap in
the same region of data as another, take the form of if subgroup 1 then Dist(Θ1)...
else if subgroup 2 then Dist(Θ2), etc.; and 2) subgroup sets or overlapping sets [74]—
a set of subgroups where each subgroup can be interpreted individually and over-
lap is allowed according to a definition of overlap interaction. Both extensions have
their advantages and disadvantages: while subgroup lists are less interpretable, they
have the advantage of a clear definition of the relevance of each subgroup and which
subgroup explains each data point. On the other hand, subgroup sets allow for a
(semi)independent interpretation of the subgroups, but they require an extra defin-
ition that favors non-redundant sets together with a definition of the interaction of
subgroups in the region where they overlap, e.g., as a mixture model.

Rule-based classifiers versus Subgroup Set Discovery. As was shown throughout
this section, predictive rules and subgroups share a lot of the same characteristics.
Rule-based classifiers aggregate association rules to maximize a global objective of
a good overall classification, while subgroup sets balance both a local definition of
quality with respect to the ‘normal’ behavior of the dataset and a global objective
of covering different regions of the data. It is natural that for some datasets good
subgroups will be good predictive rules and vice versa, but this is not always the case
and it should be distinguished. Throughout this work, we will be referencing them
separately to emphasize the different paradigms: 1) predictive rule will refer to an
association rule as used in rule-based models for classification in machine learning;
2) subgroup to descriptive rules in subgroup discovery; and 3) association rule or just
rule to an association rule in general, i.e., when it refers to either a predictive rule or
a subgroup. All their idiosyncrasies may not be apparent yet, but as we progress we
will continue to emphasize their similarities and differences.

2.2 Supervised data

Consider a dataset D = (X,Y) = {(x1,y1), (x2,y2), ..., (xn,yn)} of n i.i.d. instances.
Each instance (xi,yi) is composed of a vector of explanatory variable values xi and a



Chapter 2. Preliminaries 15

vector of target variable values yi.
Each observed explanatory vector has m values x = [x1, ..., xm], one for each vari-
able X1, ..., Xm. The domain of a variable Xj , denoted Xj , can be one of two types:
nominal or numeric. Similarly, each observed target vector is composed of t values
y = [y1, ..., yt], one for each target variable Y1, ..., Yt, with associated domains Yj . The
target variables can be one of two types: nominal, or numeric. In the nominal case it
is Yj = {1, · · · , k}, with Yj the set of k classes/categories of variable Yj , and in the
numeric, the domain is Yj = R.
Note that we use subscripts on the dataset variables (D,X,Y, X, Y, x, y) to indicate
column subsets and overscripts to subset over rows. In the case of other notation, such
as number of elements n or statistics µ, σ we will not use the superscript as it can be
confused with the exponentiation of that value. Also, Xi (resp. Yi) refers to both the
properties of the ith explanatory (resp. target) variable and to all the values of this
variable for a specific column. When the dataset only contains one target variable Y

is substituted by Y .

Prediction In statistical learning, the task of prediction is to infer unseen values of
a target variable from a set of explanatory variables through the use of past evid-
ence that shows the relationship between target and explanatory variables [36].
Formally, this means that we want to find the best mapping g, from a space of
possible hypotheses G, between explanatory data X to target data Y (in the uni-
variate case and without loss of generality). This mapping can be summarized as
g : X1 × · · · × Xm → Y; and in the case of a probabilistic predictor, such as ours,
this mapping is just a conditional probability g(x) = Pr(y | x = x), and by abuse of
notation g(X) = {g(x1), · · · , g(xn)}. Assuming that we are dealing with probabilistic
mappings, we can now start making predictions ŷ for the target variable values for
each instance x, by returning the outcome with the largest probability

ŷ = arg max
y∈Y

Pr(y | x) (2.2)

The characteristics of a good mapping are: 1) capture the properties in X that allow
predicting Y ; and 2) generalize well on previously unseen dataDnew = {Xnew, Ynew}.
In order to choose the best possible mapping, we need to introduce a performance
measuremeas that empirically quantifies the quality of our mappings for a given data-
set, formally meas : Yn × Yn → R≥0. Thus the problem of finding the best mapping
g in a dataset D = {X, Y } reduces to:

g∗ = arg max
g∈G

meas(Y, g(X)), (2.3)

but then another, Dnew is required for evaluation, as this takes into account gener-
alization and avoids overfitting. Some examples of measures meas for classification
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are the accuracy or the AUC, described in Section 2.5, or the Mean Squared Error for
regression.
Several variations exist, such as using only predictions ŷ instead of g(x) or structural
measures that add an extra term to meas to penalize for the structural complexity of
the mapping [119]. E.g., in the case of nested mappings such as a polynomial regres-
sion, the use of higher-order polynomials is “more complex” than lower-order ones,
as they have extra terms. The Minimum Description Length (MDL) principle used
throughout this dissertation, is a type of probabilistic structural error minimization
principle and this mapping g is called a model M or point hypothesis in it [47].

Subgroup discovery Subgroup discovery is the data mining task of discovering un-
kown patterns in the data that stand out with respect to a target variable [116]. In
mathematical terms the objective is to find a mapping between descriptions a of the
explanatory data X and the target variable Y (for the univariate case without loss of
generality) that stand out in relation to the ‘normal’ behavior of the target variable Y .
Formally, a description is a function a : X1×· · ·×Xm 7→ {false, true}. And in our spe-
cific case, a description a is a conjunction of conditions on X, each specifying a value
or interval on a variable. The domain of possible conditions depends on the type of
a variable: numeric variables support greater and less than {≥,≤}; nominal support
equal to {=}. E.g., from Figure 2.2, where for the Car import dataset, a description
can be “weight = heavy & consumption-city ≤ 8 km/L”, where the variable weight is
conditioned to one value (norminal variable) and consumption− city is conditioned
to one interval (numeric variable). As the dataset is made of pairs (xi, yi), for each
description a there is an associated subset of data Da = {Xa, Y a} with na = Da

instances, and an associated empirical parameter distribution of the target Y a given
by Θ̂a—where the parameters depend on the distribution selected by the user. Thus,
in the case of i.i.d. data, a subgroup is an association rule s : a 7→ y ∼ Dist(Θ̂a).
To quantify how interesting a subgroup s with description a is, we need to define a
quality measure q(na, Θ̂a, Θ̂d) that is a function of the subgroup empirical distribu-
tion Θ̂a and the dataset empirical marginal distribution Θ̂d—‘normal’ behavior of the
dataset.
Formally the best subgroup, or top-1 subgroup, is given by

s∗ = arg max
s=(a,Θ̂a)∈A

q(na, Θ̂
a, Θ̂d), (2.4)

where in the case of top-k subgroup discovery, we return the k top ranking sub-
groups that maximize q. An example of a quality measure for binary targets in the
Weighted Relative Accuracy (WRAcc) or the Weighted Kullback-Leibler (WKL) diver-
gence presented in Section 2.6. Contrary to prediction, SD does not aim at performing
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well on unseen data, but on discovering interesting patterns in the seen data.

Subgroup set discovery The objective of subgroup set discovery (SSD) is to find a
set of subgroups S that are both (individually) high-quality and non-redundant, i.e.,
cover different regions of the data [75]. Thus, it uses a local idea of quality measure
from subgroup discovery plus a global concept of covering different regions of the
dataset. Given this vague trade-off, SSD objectives have only been defined heurist-
ically in different works, either by sequentially covering or by weighting instances
[71, 75].
In the sequential approach one iteratively finds subgroups by: 1) discovering the
top-1 subgroup according to quality measure as in Eq. (2.4); 2) removing the data
covered by that subgroup—or in some cases, only the data of a certain class in binary
SSD[71]—from the dataset, thus getting D¬a = D \ Da; and 3) repeating 1 and 2

until the desired number is reached or no more subgroups can be found. The weight-
ing approach follows the same iterative approach as the sequential one, but instead
of removing the whole data in step 2, it reweighs each instance if it was already
covered by subgroups selected in previous iterations. Formally, SSD can be defined as
a dependent system of equations:

s1 = arg max
s=(a,Θ̂a)∈A

q(na, Θ̂
a, Θ̂d),

s2 = arg max
s=(a,Θ̂a)∈A|(s1)

q̃(na, Θ̂
a, Θ̂d, s1),

...

sk = arg max
s=(a,Θ̂a)∈A|(s1,··· ,sk−1)

q̃(na, Θ̂
a, Θ̂d, s1, · · · , sk−1),

(2.5)

where A|(s1, · · · , sk−1) represents that the space of possible subgroups and their em-
pirical distributions depend on the subgroups found so far, q̃ means that the quality
measure can be slightly modified by a weighting, given previous selected subgroups.
As there are no SSD global quality measures, in Section 2.7 we describe what the
characteristics of a SSD quality measure Q(S, Y ) over a whole dataset should be, and
in Section 3.6 we propose the Sum of Weighted Kullback-Leibler (SWKL) divergences
as an SSD measure for sequential subgroup sets—that could in the future be adapted
for non-sequential sets.

Tasks. Depending on the type (nominal or numeric) and number of targets (one or
multiple), and the task at hand—rule-based prediction or subgroup discovery—the
type of problem for each task can be divided into four categories.
First, for the case of rule-based prediction, it can be divided as: 1) classification:
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univariate nominal target; 2) regression: univariate numeric target; 3) multi-label or
multi-target classification: multivariate binary or nominal targets, respectively; and 4)
multi-target regression: multivariate numeric targets.
Second, for the case of subgroup discovery the names are themselves self explanatory:
1) single-nominal; 2) single-numeric; 3) multi-nominal; and 4) multi-numeric.

2.3 Association rules, predictive rules and subgroups

Association rules are the shared building block of rule-based classification and sub-
group discovery. To distinguish the tasks, when we mention and association rule r,
we are talking about its general form and it can refer to both a predictive rule ρ and
a subgroup s.

An association rule r, henceforth, called rule, consists of a description (also intent)
that defines a cover (also extent), i.e., a subset of dataset D. Examples of association
rules are given in Figures 2.1 and 2.2

Pr(animaltype = · · · | a) in %

description of animal n Mammal Fish Invert. Bug Reptile Amph. Bird

backbone = no 18 0 0 56 44 0 0 0

Figure 2.1: Example of one rule from the Zoo dataset with coverage n and one nom-
inal target variable characterized by a categorical distribution with parameters pi for
each class in {Mammal; Fish; Invert.; Bug; Reptile; Amph.; Bird}.

price (K)

description of automobile specifications n µ σ

weight = heavy & consumption-city ≤ 8 km/L 11 35 8

Figure 2.2: Example of one rule from the Automobile import 1985 with a numeric
target variable characterized by a normal distribution with coverage n, mean µ, and
standard deviation σ.

Rule description: A description a is a Boolean function over all explanatory vari-
ables X. Formally, it is a function a : X1 × · · · × Xm 7→ {false, true}. In our case,
a description a is a conjunction of conditions on X, each specifying a specific value



Chapter 2. Preliminaries 19

or interval on a variable. The domain of possible conditions depends on the type of
a variable: numeric variables support greater and less than {≥,≤}; nominal support
equal to {=}. The size of a description a, denoted |a|, is the number of conditioned
variables it contains.

Example 1: In Figure 2.2, the rule description size is |a| = 2, with one condi-
tion on a nominal variable: {weigth = heavy}; and another on a numeric variable:
{consumption-city ≤ 8km/L}.

Rule cover: The cover is the bag of instances from D where the rule description holds
true. Formally, it is defined by:

Da = {(x,y) ∈ D | a v x} = {Xa
1 , · · · , Xa

m, Y
a
1 , · · · , Y at } = {Xa,Ya}, (2.6)

where we use a v x to denote a(x) = true. Further, let na = |Da| denote the coverage
of the subgroup, i.e., the number of instances it covers.
Example 2 (continuation): In Figure 2.2, the rule covers 11 instances in the dataset
which can be found by the instances in the data where its description is true, and
thus its coverage is 11.

2.3.1 Interpretation as probabilistic rule

As Da encompasses both the explanatory and target variables, the effect of a on
the target variables can be interpreted as a probabilistic rule. In this thesis, we will
assume that the target variables are independent as this simplifies the problem and is
a common approach in, e.g., multi-label classification [53]. Thus, the general form of
a rule is

a 7→ y1 ∼ Dist(Θ̂a
1), · · · , yt ∼ Dist(Θ̂a

t ), (2.7)

where yj is a value of variable Yj , Dist is a probability distribution (defined later)
and Θ̂a

j is the shorthand for the maximum likelihood estimation of the parameters of
Dist over values Y aj , i.e., Θ̂a

j = Θ̂j(Y
a). Thus, yj ∼ Dist(Θ̂a

j ) tells us that the values
of variable Yj are distributed according to a distribution Dist with parameters Θ̂a

j

estimated over the values Y aj . The vector of all parameter values of a rule is denoted
by Θa. In our case, Dist is a categorical or normal distribution for the nominal or
numeric target case, respectively. For numeric targets other distributions could have
been chosen, however, the normal distribution incorporates some of the most relevant
information of the data through the mean and variance of the data, it is well studied
for regression problems [36], and can be solved in a closed form from a Bayesian [58]
and MDL [48] perspective. For an analysis on the direct use of the numeric empirical
distribution in subgroup discovery please refer to Meeng et al. [89]. In the numeric
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case, the normal distribution is represented as N (µ̂, σ̂), where µ̂ and σ̂ are the mean
and standard deviation of the distribution estimated from the data. In the nominal
case, the distribution is Cat(p̂1, · · · , p̂k), where k is the number of classes (or categor-
ies) of the corresponding variable and p̂c the estimated probability for class c.

The categorical distribution is a natural choice for describing the probabilities of
classes [81] and the normal distribution captures two properties of interest in nu-
meric variables, i.e., center and spread, while being robust to cases where the data
violates the normality assumption [48].
Example 3 (continuation): Revisiting the Automobile import example list in Figure 2.2,
the description and corresponding statistics are a = {weight = heavy & consumption-
city≤ 8 km/L } and Θ̂a = {µ̂ = 35; σ̂ = 8}, respectively, where the units are thousands
of dollars (K). This corresponds to the following normal probability distribution:

price (K) ∼ N (µ̂ = 35; σ̂ = 8)

Example 4 (continuation): In the case of the Zoo rule of Figure 2.1, the description is
a = {backbone = no}, and its corresponding statistics are Θ̂a = {p̂1 = 0; p̂2 = 0; p̂3 =

0.56; p̂4 = 0.44; p̂5 = 0; p̂6 = 0; p̂7 = 0}, where the class labels 1, ..., 7 correspond to
the animal types in the order of Figure 2.1. The target variable follows the following
categorical distribution:

animal type ∼ Cat(p̂1 = p̂2 = p̂5 = p̂6 = p̂7 = 0.00; p̂3 = 0.56; p̂4 = 0.44)

2.3.2 Maximum likelihood estimation

The most common way to estimate the parameters of a probability distribution from
a dataset is by using the Maximum Likelihood (ML) estimator [93]. In later chapters
we also use other estimators, but the ML is still an important building block of these
more complex methods.

As shown previously, each description a uniquely defines a subset Da given by its
cover Eq. (2.6). Next, we will show how to estimate the parameters for each type of
target variable.
In the nominal case, the parameters of the distribution Cat(Θa) are the probab-
ilities associated with each class c, i.e., Θa = {pc=1|a, · · · , pc=k|a}, for a domain
Y = {1, · · · , k}. Note that we use ·|a as a shorthand for conditional on a, as e.g.,
pc=1|a = Pr(c = 1 | a v x). Thus, for each class label c, we need to find its subset of
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the data Dc|a, formally given by:

Dc|a = {(x, y) ∈ Da | y = c}. (2.8)

which allows us to compute the usage over each class nc|a = |Dc|a|. Now, we are in
a position to use the maximum likelihood estimator for the parameters Θ̂a of each
categorical distribution as:

p̂c|a =
nc|a

na
, (2.9)

where na is the total number of instances and nc|a is the number of instances of class
c in the dataset subset Da.
In the numeric case the parameters of the distribution N (Θa) are the mean and
standard deviation, i.e., Θa = {µ, σ}. They can be directly estimated from the target
data Y a:

µ̂a =
1

ni

∑
y∈Y a

y, (2.10)

σ̂2
a =

1

ni

∑
y∈Y a

(y − µ̂a)2, (2.11)

where σ̂2
a is the biased estimator such that the estimate times na equals the Residual

Sum of Squares, i.e., naσ̂2
a =

∑
y∈Y a(y − µ̂a)2 = RSSa.

2.4 Rule lists, predictive rule lists, and subgroup lists

Sequentially aggregating rules for prediction and subgroup discovery seamlessly leads
to predictive rule lists and subgroup lists, respectively. They have the same structural
format and share the same model class, dubbed rule list model class, which takes the
format of Figure 2.3, with the only difference being how the parameters of the last
rule, also known as default rule, are chosen.

The rule list is an ordered set of rules, and it contains two parts: 1) the part of the rule
list that contains the ω ordered rule descriptions {a1, · · · , aω}, which is denoted by R
for predictive rule lists and S for subgroup lists; and 2) the default rule rd. Together,
both parts form the whole model M . In a rule list, only one rule is activated for each
instance, hence each rule only activates in a unique part (subset) of the dataset. If
no rule gets activated, that instance will activate the default rule. As an example, to
characterize an instance x with a rule list, one starts by checking the first rule and
verify if a1 v x is true or false. In case it is true, x belongs to that rule. In case it is
false, we proceed to check the second rule and so forth, until finding one that returns
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1: IF a1 v x THEN y1 ∼ Dist(Θ̂1
1) · · · yt ∼ Dist(Θ̂1

t )
...

ω: ELSE IF aω v x THEN y1 ∼ Dist(Θ̂ω
1 ) · · · yt ∼ Dist(Θ̂ω

t )

default: ELSE y1 ∼ Dist(Θ̂d
1) · · · yt ∼ Dist(Θ̂d

t )

Figure 2.3: Generic rule list model M with ω rules and t (number of target variables)
distributions per rule.

true. In case no rule is true, that instance activates the default rule.

Cover of a rule in a rule list. We observe that for any given rule list of the form of
Figure 2.3, any individual instance (xi,yi) can only be ‘covered’ by one rule. That is, the
cover of ai, denoted Da, depends on the order of the list and is given by the instances
where its description occurs minus those instances covered by previous descriptions:

Di = {Xi,Yi} = {(x,y) ∈ D | ai v x ∧

 ∧
∀i′<i

ai′ 6v x

}. (2.12)

Next, let ni = |Di| be the number of instances covered by the ith description (also
known as usage). In case an instance (xi,yi) is not covered by any rule then it is
‘covered’ by the default rule. The instances covered by the default rule Dd are the ones
not covered by any rule (hence the name default rule), formally defined as:

Dd = {Xd,Yd} = {(x,y) ∈ D | ∀ai∈Mai 6v x}. (2.13)

Maximum Likelihood estimator. Given the partition property of the rule lists, it is
straightforward to see that the ML estimators of Eq. (2.9), (2.10), and (2.11) still
hold if Da is replaced by Di.
What predictive rule lists and subgroup lists have in common is that they are
interpreted in order and that each predictive rule or subgroup distribution parameter,
with the exception of the default rule, is estimated in their respective subsets Di.
The difference between predictive rule lists and subgroup lists is how the default
rule distributions parameter are estimated! In the case of a predictive rule list, the
default rule is just an ordinary rule that characterizes its subset, thus its parameters
Θ̂d

1 · · · Θ̂d
t are estimated in that subset. In the case of a subgroup list, the default rule

is fixed to the marginal distribution of the target and it is constant for a dataset.
If the mean and standard deviation of a numeric target in a dataset are 18 and 13,
respectively, the subgroup list default rule will be fixed at those values, independently



Chapter 2. Preliminaries 23

of the (number of) subgroups in the list. This may seem like a subtle difference, but
it represents a radical difference in what defines an optimal predictive rule list or
subgroup list.
The intuition is the following: in a predictive rule list, the goal is to predict as best as
possible an unseen data point, thus each rule should represent homogeneous subsets
of the data, and the way the default rule predicts best is if its distribution represents
well its subset of the data. In a subgroup list, the goal is to find subsets of the data
that have different distributions than the marginal distribution of the dataset, and the
default rule covers and represents well all data that follows the marginal distribution.
This, in turn, incentivizes the optimal subgroup list to have subgroups that follow
distributions different than the default rule distribution, as instances well represented
by the default will not be covered by subgroups. Structurally both models look very
similar, but by having different definitions of optimality, each model type will favor
different types of association rules.
As an example, one can look at Figures 2.4a and 2.4b. Given that the dataset has
few distinguishing variables and few samples both predictive rules and subgroups
are mostly the same, as good predictive rules are also good subgroups in this case.
Nonetheless, one can see that the default rules are different. In the predictive rule
list, the default rule is clearly predictive, while in the subgroup list it is the original
distribution of the dataset.

2.5 Classification performance measures

Classification is a global predictive paradigm, thus its measures quantify the quality
of a model over the whole dataset [36]. As classification is expected to generalize to
unseen points, the quality of a classifier should be measured in data that is different
than the one used for training and choosing the classifier. In order to achieve this and
have some statistical guarantees of the generalization, each dataset is usually divided
into different parts, using some of its parts to train and the rest to test. The most
well-known of these techniques is called k-fold cross-validation, where one randomly
divides the data into k (approximately) equal parts. Then, one uses k−1 parts to train
the model, and the 1 part left to test the performance of that trained model, repeating
the process k times, until all data was used to test. In the end, the performance over
k folds is averaged out.
Classification measures can broadly be divided into two types: 1) aggregators of clas-
sifier decisions, such as accuracy, precision, or recall; 2) measures of how a classi-
fier discriminates between classes, taking into account the confidence with which it
classifies different classes, such as Area Under the receiver operator Curve (AUC) or
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Pr(animaltype = · · · | r) in %

ρ description nρ Mammal Fish Invert. Bug Reptile Amph. Bird

1 backbone = no 18 0 0 56 44 0 0 0

2 breathes = no 14 0 93 0 0 7 0 0

3 feathers = yes 20 0 0 0 0 0 0 100

4 milk = no 8 0 0 0 0 50 50 0

default rule 41∗ 100 0 0 0 0 0 0

(a) Predictive rule list for zoo dataset. Default rule with distribution estimated from its subset.

Pr(animaltype = · · · | s) in %

s description ns Mammal Fish Invert. Bug Reptile Amph. Bird

1 backbone = no 18 0 0 56 44 0 0 0

2 breathes = no 14 0 93 0 0 7 0 0

3 feathers = yes 20 0 0 0 0 0 0 100

4 milk = no 8 0 0 0 0 50 50 0

5 feathers = no 41 100 0 0 0 0 0 0

dataset distribution 0∗ 41 13 10 8 5 4 2

(b) Subgroup list for zoo dataset. Dataset rule with distribution equal to the marginal distri-
bution of the dataset.

Figure 2.4: Illustrative example of a predictive rule list and subgroup list with the Zoo
dataset obtained with our method. Zoo contains one nominal target variable with 7

classes, 101 instances, and 15 binary and 1 numeric variables. ni refers to the num-
ber of instances covered by ith predictive rule or subgroup defined by ‘description’.
Pr(animaltype = ∗ | r) denotes the estimated probability (in %) of each class label
occurring within the subgroup. Zoo is a highly structured dataset, thus both rule list
and subgroup list found mostly the same descriptions, as in these case good subgroups
are also good predictive rules. However, it is important to check that the ‘default rules’
are indeed different and thus incite the method to find different types of rules. ∗ con-
cerns instances not covered by any of the five subgroups. For illustrative purposes the
probabilities displayed correspond to the empirical probabilities in the data, not to
the probabilities as would be obtained using the appropriate estimators.
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likelihood. In this thesis, we will focus on accuracy, from the first group, as it gives
an overall idea of how the classifier takes decisions and AUC from the second group.
It should be noted that likelihood is more related to the MDL theory we use, but its
interpretation is not as easy, and so it will not be used for ranking classifiers.

The building blocks for describing the measures are the terms defined by the inter-
section of the true class label and the predicted class label. We will start with the
binary setting, when just two classes exist, the positive class, also known as the class
of interest, and the negative class. With two classes, there are four possible character-
izations of decisions based on which class it is and if it is correctly predicted by the
classifier or not:

• True Positives (TP) - Number of instances (correctly) predicted as positive that
are positive.

• True Negatives (TN) - Number of instances (correctly) predicted as negative that
are negative.

• False Positives (FP) - Number of instances (incorrectly) predicted as positive that
are negative.

• False Negatives (FN) - Number of instances (incorrectly) predicted as negative
that are positive.

In the multiclass scenario, we can define all these terms per class c, where the pos-
itive class represents the class of interest c and the negative class, either represents
all the other classes in a one-versus-all or another class in a one-versus-one setting. In
one-versus-all, the performance of each class is measured by creating two classes, pos-
itive class (class of interest), and negative class, where the negative class is all classes
except the positive one. In the second case, one-versus-one requires comparing each
class against each class. In this work, we will focus on one-versus-all as it is the most
common and simpler to understand [106]. Thus, for class c we can define True Posit-
ive of c (TPc), True Negative of c (TNc), False Positives of c (FPc), and False Negatives
of c (FNc).

Accuracy. Given the previous definitions, Accuracy can be immediately defined as the
ratio of correctly identified points to all points, formally:

Accuracy =

∑
c∈Y TPc∑

c∈Y TPc + FNc
, (2.14)

where for the binary case we have TP+TN in the numerator and TP+TN+FP+FN

in the denominator. Even though accuracy gives us an idea of how the classifier makes
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predictions on the data, it has one main problem: if the original data is imbalanced it
can give an erroneous idea of the quality of the classifier. As an example, if the target
class is binary, and the majority class is made of 90% of the points, it is straightforward
to see that an accuracy of 90% just requires us to choose all the points as the majority
class, and that is not a very interesting classifier. In order to correct this, balanced
accuracy was introduced [17].

Balanced Accuracy. Contrary to accuracy, balanced accuracy takes into account the
classification of each class separately, by giving the same importance to each class of
the positive correctly predicted ratio, True Positive Rate (TPR), or recall. Formally, it
is given by:

bAcc =
1

|Y|
∑
c∈Y

TPc
TPc + FNc

(2.15)

Area under the ROC Curve (AUC). The area under the receiver operator curve,
which is only properly defined for binary problems, is given by the two-dimensional
plot of True Positive Rate (TPR) against the False Positive Rate (FPR), as one varies
the threshold T of classification. The FPR is just FP/(FN + TP ), and the threshold
is a value above which a point is classified as belonging to the positive class, i.e., x

is classified as positive c = 1 if Pr(1 | x) > T . AUC is not restricted to probabilistic
classifiers but for ease of presentation we only consider these. Formally, the AUC is
the area under the curve of TPR and FPR as a function of the threshold, which is given
by the integral:

AUC =

∫ 1

0

TPR(T )FPR(T ) dT = Pr(xpos. > xneg.), (2.16)

where T ∈ [0, 1] as we only consider probabilistic classifiers and Pr(x1 > x0) is the
probability that a randomly selected positive class example will rank higher than a
randomly selected negative class example in terms of [33]. An easier way to interpret
the AUC is through the Wilcoxon-Mann-Whitney statistic [20], an unbiased estimator
given by:

AUC =

∑
x0∈D0

∑
x1∈D1

1[Pr(1 | x0) < Pr(1 | x1)]

|D0| · |D1|
, (2.17)

where D0 and D1 are the negative and positive labeled examples in D, respectively,
and 1 is the indicator function that is 1 if Pr(1 | x0) < Pr(1 | x1) and zero other-
wise. Contrary to accuracy, and similarly to balanced accuracy, AUC gives the same
importance to both classes. Nonetheless, in its current format, AUC is not suited for
multiclass.
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Multiclass AUC. To extend binary AUC to multiclass two things have to be taken
into account: how to compare different classes, and how to average performance per
class. To compare different classes, the two most common approaches are one-versus-
all and one-versus-one. As mentioned before, in this work, we will focus on one-versus-
all. Regarding how to average the performance per class, three methods exist: micro
average; macro average; and weighted average. Micro average takes into account each
example, and in the case of one-versus-all transforms the dataset into a binary prob-
lem, where 1 is the positive class of interest, and 0 otherwise, and computes the AUC
for the whole data. Macro average computes one AUC per class by, for each class,
transforming the dataset into a positive class versus negative class (all other classes),
and then computing the average of all AUCs. Weighted average computes one AUC per
class like the macro average, but then averages all AUCs weighted with the percent-
age of class examples in the data. For macro and weighted AUC (easier to present),
the formulas are:

AUCmacro =
1

|Y|
∑
c∈Y

AUC(c), (2.18)

and

AUCweighted =
∑
c∈Y

AUC(c)
|Dc|
|D|

, (2.19)

where AUC(c) is the one-versus-all AUC for class label c and |D
c|
|D| is the frequency of

that same class label.

2.6 Subgroup discovery measures

As shown before, subgroup discovery can broadly be divided into two categories: its
classic form, also known as top-k mining; and Subgroup Set Discovery (SSD). In the
first, only the individual quality of a subgroup is measured, hence quality is quantified
independently and locally for each subgroup. In the second, SSD takes into account
the local quality of individual subgroups while also taking into a account how well
they cover the whole dataset.
Contrary to classification and prediction in general, the goal of subgroup discovery is
to describe the dataset well and not to measure the prediction quality on unseen data
points. Thus, the quality of the subgroups or subgroup sets is traditionally measured in
the dataset where the model is trained. We will first introduce the quality measures for
top-k subgroup discovery, and then in Section 2.7 proceed to generalize for subgroup
sets.
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2.6.1 Top-k quality measures

Top-k stands for finding the k subgroups that maximize a certain quality measure
[8]. To assess the quality (or interestingness) of a subgroup description a, a measure
that scores subsets Da needs to be chosen. The measures used vary depending on
the target and task, but in general they have two components: 1) representativeness
of the subgroup in the data, based on coverage na = |Da|; and 2) a function of
the difference between statistics of the empirical target distribution of the pattern,
Θ̂a = Θ̂(Ya), and the overall empirical target distribution of the dataset, Θ̂d = Θ̂(Y).
The latter corresponds to the statistics estimated over the whole data, e.g., in the case
of the Automobile import subgroup list of Figure 3.3 it is Θ̂d = {µ̂ = 13; σ̂ = 8} and it
is estimated over all 197 instances of the dataset.
The general form of a quality measure to be maximized is

q(a) = (na)αf(Θ̂a, Θ̂d), α ∈ [0, 1], (2.20)

where α allows to control the trade-off between coverage and the difference of the
distributions, and f(Θ̂a, Θ̂d) is a function that measures how different the subgroup
and dataset distributions are. As an example, the most commonly adopted quality
measure for single-numeric targets is Weighted Relative Accuracy (WRAcc)[70], with
α = 1 and f(Θ̂a, Θ̂d) = µ̂a − µ̂d (the difference between subgroup and dataset aver-
ages).

2.6.2 Weighted Kullback-Leibler divergence

Another commonly adopted measure is the Weighted-Kullback Leibler divergence
(WKL) [74]. This is also the measure that we consider throughout this dissertation
because of its: 1) flexibility in terms of (number and types of) supported target vari-
ables; and 2) relationship to the MDL principle (see Chapter 3).
WKL is defined as the Kullback-Leibler (KL) divergence [66] between a subgroup’s
and dataset target distribution KL(Θ̂a; Θ̂d) linearly weighted by its coverage. Revis-
iting Eq. (2.20) this corresponds to f(.) = KL(.) and α = 1. The definition of WKL
for a univariate target variable Y is given by:

WKL(Θ̂a; Θ̂d) = naKL(Θ̂a; Θ̂d), (2.21)

where KL(Θ̂a; Θ̂d) is the Kullback-Leibler divergence between subgroup and dataset
for target Y . The KL divergence in Eq. (2.21) depends on the probabilistic model
chosen to describe the target variables. In its general form the KL divergence can be
defined as

KL(Θ̂a
j ; Θ̂d

j ) =
∑
y∈Y a

Pr(y | Θ̂a
j ) log

Pr(y | Θ̂a
j )

Pr(y | Θ̂d
j )

 , (2.22)
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where the logarithm is to the base two (like all logarithms used in this thesis). Thus
the choice of the distribution used to describe the target is of great importance and
should reflect what the user deems interesting. Now, depending of the type of target
we will see show how to computeWKL(Θ̂a; Θ̂d). It is easy to see that for multivariate
targets we either use a multivariate distribution, e.g., a multivariate normal distribu-
tion, or assume that they are independent target variables, where the total WKL turns
out to be just the sum the WKL for each target variable.

We will now provide the definitions of WKL for univariate categorical and normal
distributions.

Weighted Kullback-Leibler for categorical distributions. In the case of a univariate
nominal target Y , the distribution can be uniquely described by a categorical distribu-
tion with the probability of each category Θ̂a = {p̂1|a, ..., p̂k|a}, so that theKL(Θ̂a; Θ̂d)

of Eq. (2.21) takes the form of

KLCat(Θ̂
a; Θ̂d) =

∑
c∈Y

p̂c|a log

(
p̂c|a

p̂c

)
, (2.23)

where p̂c|a = Pr(c | a) is the maximum likelihood estimate of the conditional probab-
ility of the target c given the subgroup a, and p̂c is the marginal probability for that
category.

Weighted Kullback-Leibler for normal distributions. In the case of a univariate
numeric target Y , many distributions could be used for modelling. We resort to the
normal distribution for its robustness and analytical properties, as mentioned before.
Nonetheless, still two possibilities remain: a location distribution Θ̂a = {µa} that
only accounts for the mean, or a ‘complete’ normal distribution Θ̂a = {µa, σa} that
accounts for the mean and the variance. With the location distribution KL(Θ̂a; Θ̂d)

equals1:

KLµ(s) =
(µ̂d − µ̂a)2

σ̂d
, (2.24)

while with the normal distribution one obtains:

KLµ,σ(s) =

[
log

σ̂d
σ̂a

+
σ̂2
a + (µ̂a − µ̂d)2

2σ̂2
d

log e− log e

2

]
. (2.25)

Note that since σ̂d is a constant for each dataset, there is a strong resemblance
between WKLµ(s) and WRAcc, where the only difference is the square of the dif-
ference of the means. Also notice that WKLµ,σ directly takes into account the vari-
ance of a subgroup and penalizes for a larger variance, while WKLµ(s) (and also

1The derivations of these formulas can be found in Appendix A.
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WRAcc) does not take into account the variance, and thus fail to give importance
to the spread of subgroup values. This is a key point as this makes a quality measure
like WKLµ,σ(s) dispersion-aware, while measures like WKLµ(s) and WRAcc are not
[12].

2.7 Subgroup set discovery measures

Subgroup set discovery [75] is the task of finding a set of high-quality, non-redundant
subgroups that together describe all substantial deviations in the target distribution.
That is, given a quality function Q for subgroup sets and the set of all possible
subgroup sets S, the task is to find that subgroup set S∗ = {s1, . . . , sk} given by
S∗ = arg maxS∈S Q(S,Y). Note that Q should not only take into account the in-
dividual quality of subgroups q(a), but also the overlap of their coverages Da and
quantify the contribution of each instance only once, as opposed to top-k mining
where only their individual qualities are taken into account, and thus there is no
global definition of the quality of a set.
Ideally, a quality measure for subgroup sets Q should: 1) be global, i.e., for a given
dataset it should be possible to compare subgroup set qualities regardless of subgroup
set size or coverage; 2) maximize the individual qualities of the subgroups; and 3)
minimize redundancy of the subgroup set, i.e., the subgroups covers should overlap as
little as possible while ensuring the previous point.
Subgroup sets quality has mostly only been defined heuristically, by iteratively finding
one subgroup at the time and after each discovery removing/weighting the instances
covered by these [71, 75].

Nonetheless, there have been attempts to formally define the quality of a subgroup
set, although, they are usually not universal, i.e., independent of the number of sub-
groups, and usually rely on some heuristic definitions. For example, in Knobbe and
Ho [64], the authors propose to first mine the top-k patterns with k very large and
then filter out a subset k′ according to some measure that takes into account overlap
and individual quality. This is an effective approach to find a non-redundant set, but
by using top-k in the first step and fixing k′, they are first, biasing the search to a
certain region of the data that is highly redundant, and second, defining optimality
dependent on k′. In van Leeuwen and Ukkonen [76], the authors avoid defining one
measure, by treating the problem of finding a diverse set as a multi-objective, and
thus using two measures instead of one, one for quality and another for diversity of
subgroup set of size k. In the case of Belfodil et al. [10], the authors define a sub-
group set as a disjunction of subgroups and based on that, propose a global measure
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for this type of set. However, this subgroup set definition does not match with pre-
vious works, as a disjunction of subgroups is just a subgroup that uses both logical
conjunctions and disjunctions to form a description. Thus, each set describes only the
global behaviour of this definition of subgroup.

Based on this limitation, in Section 3.6 we propose a new subgroup set measure called
the Sum of Weighted Kullback-Leibler (SWKL) divergences that is straightforward to
compute for a subgroup list. To extend it to subgroup sets, however, it would re-
quire defining the overlap of subgroups distributions in a probabilistic format, such
as through a mixture model.





3
MDL for rule lists

In this chapter1 we formalize the task of finding predictive rule lists and subgroup lists
as a model selection problem using the Minimum Description Length (MDL) principle
[107, 48, 47].

In the previous chapter, we defined the rule list model, which we recall here in Fig-
ure 3.1. Now, the remaining question is how to select adequate models. For that, we
resort to the MDL principle, which can be paraphrased as “induction by compression”
and roughly states that the best model is the one that best compresses the data. The
idea of compression can seem unintuitive at first. Still, one should notice that it is
intimately connected to the concept of probability, i.e., the model that has the highest
probability given the data is the same that maximizes compression. This idea was
first formally stated by Shannon [114], which tells us that the optimal length of the
encoding for an event A—smaller length corresponds to higher compression—equals
the negative logarithm of the probability of that event, thus

L(A) = − log Pr(A), (3.1)

where L(A) is the length of the encoding for the event. To be objective, the MDL
principle attempts to make the minimum number of assumptions about the model
class. At this point, we should recall that the models we are trying to select from the
data are rule lists and that, depending on the type of task, we use predictive rule lists
and subgroup lists for machine learning or data mining respectively. Both models have
the same model structure (that of Figure 3.1) and only differ in how the parameters
of the default rule are estimated.

1Parts of this chapter are based on Proença and van Leeuwen [96], Proença et al. [99, 100]
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In the case of a subgroup list, the default rule is fixed to the marginal distribution of
each target, making its parameters known and fixed for a certain dataset [99, 100].
In the case of a predictive rule list, however, the last rule is ‘free’ in the sense that it
depends on the estimate of its subset Yd [96].

1: IF a1 v x THEN y1 ∼ Dist(Θ̂1
1) · · · yt ∼ Dist(Θ̂1

t )
...

ω: ELSE IF aω v x THEN y1 ∼ Dist(Θ̂ω
1 ) · · · yt ∼ Dist(Θ̂ω

t )

default: ELSE y1 ∼ Dist(Θ̂d
1) · · · yt ∼ Dist(Θ̂d

t )

Figure 3.1: Generic rule list model M with ω rules and t (number of target variables)
distributions per rule.

This may seem like a subtle difference, but for subgroup lists, it allows to find sub-
groups that always differentiate themselves from the dataset marginal distribution.
In contrast, for predictive rule lists, it will enable finding predictive rules that max-
imize predictive performance. A theoretical proof of their difference, from an MDL
perspective, is given in Chapter 3.7.

Nonetheless, all the data encodings developed in this chapter can be used for both
predictive rule lists and subgroup lists. In the case of predictive rule lists, the data
encodings were only empirically tested in the classification setting. In contrast, sub-
group lists were tested for all the settings, i.e., univariate and multivariate nominal
and numeric targets. To not burden the reader, we here present two simple examples
of subgroup lists in Figures 3.2 and 3.3, which will be used throughout this chapter
to exemplify the MDL encodings.

Structure of the chapter. This chapter is organized as follows. First, in Section 3.1 the
MDL principle for supervised datasets is introduced. Next, in Section 3.2 the encoding
of the model structure is shown. Then, in Section 3.3 the high-level encoding of the
data given the model is presented. After that, the specific encodings of the data given
a model for categorical and normal distributions are given in Sections 3.4 and 3.5,
respectively. Then, in Section 3.6 a new subgroup set discovery measure is presented.
Finally, in Chapter 3.7 the theoretical difference between rule lists and subgroup lists
is studied through the MDL lens.
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Pr(animaltype = · · · | s) in %

s description ns Mammal Fish Invert. Bug Reptile Amph. Bird

1 backbone = no 18 0 0 56 44 0 0 0

2 breathes = no 14 0 93 0 0 7 0 0

3 feathers = yes 20 0 0 0 0 0 0 100

4 milk = no 8 0 0 0 0 50 50 0

5 feathers = no 41 100 0 0 0 0 0 0

dataset distribution 0∗ 41 13 10 8 5 4 2

Figure 3.2: Zoo dataset subgroup list obtained by RSD algorithm (presented in Chapter 5).
Zoo contains one nominal target variable with 7 classes, 101 instances, and 15 binary and
1 numeric variables. ns refers to the number of instances covered by subgroup ‘s’ defined
by ‘description’. Pr(animaltype = ∗ | s) denotes the estimated probability (in %) of each
class label occurring within the subgroup. The bottom row shows the marginal probability
distribution of the dataset. ∗ concerns instances not covered by any of the five subgroups. For
illustrative purposes the probabilities displayed correspond to the empirical probabilities in the
data, not to the probabilities as would be obtained using the appropriate estimator.

price (K)

s description of automobile specifications ns µ̂ σ̂

1 weight = heavy & consumption-city ≤ 8 km/L 11 35 8

2 fuel-type = gas & consumption-city ≥ 13 km/L 45 7 1

3 weight = light & wheel-base = low 35 9 1

4 length = medium & 13 ≤ consumption-city ≤ 15 km/L 27 10 2

5 peak-rpm = medium 49 16 3

6 engine-size = medium 12 26 7

dataset overall distribution 18∗ 13 8

Figure 3.3: Automobile import 1985 subgroup list obtained with RSD algorithm (presented in
Chapter 5). The dataset contains price as numeric target variable, 197 examples, and 17 vari-
ables. The dataset was modified, some variables removed and others discretized, for ease of
presentation. ns refers to the number of instances covered by subgroup ‘s’ defined by ‘descrip-
tion’, µ̂ and σ̂ its estimated mean and standard deviation for the target variable in thousands
of dollars (K). ∗ concerns instances not covered by any of the five subgroups.
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3.1 The Minimum Description Length (MDL) principle

As we are interested in finding compact yet good models that are statistically robust,
we resort to the Minimum Description Length (MDL) [107, 48] principle. The prob-
lem of selecting a concrete model from a large space of possible models is a point
hypothesis selection problem, for which we should use a two-part code [48].
In contrast to existing pattern-based modeling approaches (e.g., [120, 78]), we deal
with a supervised setting in which the goal is to learn a mapping from instances to
target variables. This implies that we are not looking for structure within instance data
X, but for structure in X that helps to explain (subgroup lists) or predict (predictive
rule lists) Y.
That is, to induce a mapping from instances to target variables, we should consider
the instance data X to be given as ‘input’ to the model and only encode the target
variables Y. Clearly, this corresponds to the rule lists that we introduced in the pre-
vious chapter. Then, given the complete space of models M, uniquely specified by
all ordered sets of patterns over X , the optimal model is the model M ∈ M that
minimizes a two-part code [48], i.e.,

M∗ = arg min
M∈M

L(D,M) = arg min
M∈M

[
L(Y | X,M) + L(M)

]
, (3.2)

where L(Y | X,M) is the encoded length, in bits2, of target variables data Y given
explanatory data X and model M , L(M) is the encoded length, in bits, of the model,
and L(D,M) is the total encoded length and the sum of both terms. Note that this
definition holds up for different models, such as rule list RL or subgroup list SL. Intu-
itively, the best model M∗ is the model that results in the best trade-off between how
well the model compresses the target data and the complexity of that model—thus
minimizing redundancy and automatically selecting the best list size. This formula-
tion is similar to that previously used for two-view association discovery [73].

3.2 Model encoding

The next step is to define the two length functions; we start with L(M). Following
the MDL principle [48], we need to ensure that: 1) all models in the model class, i.e.,
all rule lists for a given dataset, can be distinguished; and 2) larger code lengths are
assigned to more complex models. To accomplish the former, we encode all elements
of a model that can change, while for the latter, we resort to two different codes: when
a larger value represents a larger complexity we use the universal code for integers

2To obtain code lengths in bits, all logarithms in this paper are to the base 2.
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[108], denoted3 LN; and when we have no prior knowledge but need to encode an
element from a set, we choose the uniform code. Note that as predictive rule lists and
subgroup lists have the same structure, their model can be defined in the same way,
as given all the rules in M , the default rule subset is completely defined.
Specifically, the encoded length of a model M over variables in X is given by

L(M) = LN(|M |) +
∑
ai∈M

LN(|ai|) + log

(
m

|ai|

)
+
∑
v∈ai

L(v)

 , (3.3)

where we first encode the number of antecedents |M |, which can symbolize predictive
rules |R| or subgroups |S|, using the universal code for integers, and then encode each
rule description individually. For each description, first, the number |ai| of variables
used is encoded, then the set of variables using a uniform code over the set of all
possible combinations of |ai| from all explanatory variables, and finally the specific
condition for a given variable. As we allow variables of two types, the latter is further
specified by

L(v) =

{
log |Xv| if v is nominal

LN|2(nop) + logN(nop, ncut) if v is numeric
(3.4)

where the code for each variable type assigns code lengths proportional to the num-
ber of possible parts the variable’s domain can partition the dataset. Note that this
seems justified, as having more parts implies more potential spurious associations
with the target that we would like to avoid. For nominal variables, this is given by the
size of the domain, i.e., the number of categories in a nominal variable. For numeric
variables, it equals the number of operators used nop|4 plus the possible number of
outcomes N(nop, ncut) given the operators and ncut cut points. The number of oper-
ators for numeric variables can be one or two, as there can be conditions with one
(e.g., x ≤ 2) or two operators (e.g., 1 ≤ x ≤ 2), which is a function of the number
of possible subsets generated by ncut cut points. Note that we here assume that equal
frequency binning is used, which means that knowing X and ncut is sufficient to de-
termine the cut points.

Example 5 (continuation): Let us assume that the subgroup list of the Automobile
example of Figure 3.3 is composed of only the first subgroup. In that case the rule list
only has one subgroup with description: {weight = heavy & consumption-city ≤ 8

3LN(i) = log k0 + log∗ i, where log∗ i = log i+ log log i+ . . . and k0 ≈ 2.865064.
4Note that we use LN|2, which is how we denote the universal code for integers with codes restricted

to n = 1 or 2. This can be obtained by applying the maximum entropy principle to LN when it is known
that it cannot take values of n > 2.
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km/L }. Taking into account that the dataset has 17 variables, |Xweight| = 3 and only
3 cut points were used for numeric attributes, the model length is given by:

L(M) = LN(1) + LN(2) + log

(
17

2

)
+ log |Xweight|+

[
LN|2(1) + log 2ncut

]
= 1.52 + 2.52 + 7.09 + 1.59 + 0.77 + 2.59

= 16.08 bits

It is important to note that the length of the model can (and should) be a real number,
as we are only concerned with the idea of compression, not with materialising and
transmitting the actually encoded data [48].

3.3 Data encoding

The remaining length function is that of the target data given the explanatory data
and model, L(Y | X,M). In this section, we show how to encode the target data Y

by dividing it into smaller subsets that can be encoded individually and then summed
together, and why there are different types of data encoding for each of the subsets.
The specifics of encoding nominal and numeric targets are described in Sections 3.4
and 3.5, respectively.

Cover of a rule in a rule list. Let us recall from Chapter 2.4 that for any given
rule list of the form of Figure 3.1, any individual instance (x,y) can only be ‘covered’
by one rule or subgroup. That is, the cover of a description in a list ai, denoted Di,
depends on the order of the list and is given by the instances where its description
occurs minus those instances covered by previous descriptions, i.e., aj ,∀j<i.
In case an instance (x,y) is not covered by any pattern a ∈ M then it is ‘covered’ by
the default rule. The number of instances covered by the default rule Dd are the ones
not covered by any description (hence the name default rule). The instances covered
by a description, also called usage, are denoted by ni = |Di|, and those covered by
the default rule, nd = |Dd|
As every description defines an individual subset, one can estimate the parameters of
its target variable distributions using the maximum likelihood estimator described in
Section 2.3.2.
Note that this shows us that a rule or subgroup is fully defined by its description ai in
a dataset D, and we will interchangeably refer to rules by their descriptions and to its
elements (statistics, parameters, distributions, etc.) by its index i when obvious from
context.
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As the default rule is the only difference between a rule list and a subgroup list, it is
also the difference in their encoding. As a rule list induces a partition of the data, the
total length of the encoded data can be given by the sum of its non-overlapping parts.
For a predictive rule list, the data encoding is given by:

L(Y | X,M) = L(Yd) +
∑
ri∈R

L(Yi), (3.5)

while for a subgroup list it is given by:

L(Y | X,M) = L(Yd | Θd) +
∑
si∈S

L(Yi), (3.6)

where Θd is the vector of parameters for each variable Θd
1, . . . ,Θ

d
t for the marginal

distribution of the target variables. Observe that we dropped Xa as these are not ne-
cessary to encode Ya but only to generate the partition of the data, and also dropped
the parameters Θi of the rules and default predictive rule as we do not know what are
their parameters until we see the data. This last part will be clarified at the end of this
section, where we describe how to encode subsets without knowing their parameters.
As can be seen, the difference between the predictive rule list and subgroup list is that
the default rule is either encoded as a regular rule, or using the dataset distribution.
This amounts to a difference in optimality between predictive rule lists and subgroup
lists, which emphasizes the discovery of different types of descriptions for each model
class.
As a side-note, note that Eq. (3.5) concerns the encoding of any supervised parti-
tion of the data, which allows to directly quantify the quality of any tree learning
method—each such tree induces a partition of the data.

Encoding data of t (assumed) independent target variables. As each target vari-
able is assumed independent from each other, the encoding of target data is given by
the sum of their individual encodings:

L(Y | X,M) = − log

 t∏
j=1

Pr(Yj | X,M)

 =

t∑
j=1

L(Yj | X,M). (3.7)

Joining (3.5) and (3.7), one obtains for predictive rule lists:

L(Y | X,M) =

t∑
j=1

L(Y dj ) +
∑
si∈S

L(Y ij )

 (3.8)

and joining (3.6) and (3.7), one obtains for subgroup lists:

L(Y | X,M) =

t∑
j=1

L(Y dj | Θd
j ) +

∑
si∈S

L(Y ij )

 (3.9)
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3.3.1 Two types of data encoding

Data encoding can be separated into two different categories: 1) with known para-
meters; and 2) with unknown parameters. In our case, known parameters correspond
to the default rule of a subgroup list, while unknown parameters correspond to the
predictive rules, subgroups, and default rule of a predictive rule list.

1) Known parameters: when the parameters of a distribution are known, one can
encode the data points directly using the probability for those points given by the
distribution with the known parameters. Thus, the encoding of points Y ij (jth variable
and ith subgroup) is equal to the negative logarithm of their probability given by
known parameters Θ̂i

j:

L(Y ij | Θ̂i
j) =

∑
y∈Y i

j

− log Pr(y | Θ̂i
j), (3.10)

which is just the minus log-likelihood of parameter Θ̂i
j given observed data Y ij . This

type of code is used in the case of the default rule of a subgroup list, as the paramet-
ers Θ̂d

j are equal to the marginal distribution of variable Yj and are constant for each
dataset. Note that this is the key difference between a subgroup list and a predictive rule
list: the last rule of a subgroup list is fixed to the marginal distribution, while in the
predictive rule list its parameters are unknown and depend on the subset Dd.

2) Unknown parameters: when the parameters are unknown we need to encode
both the parameter values and the data points. We have two possibilities: 1) crude
MDL, i.e., encoding the probabilities using a suboptimal probability distribution and
then applying the Shannon-Fano code, i.e., the logarithm of the empirical probability
[114]; or 2) employ an optimal encoding of both parameters of the distribution and
data points together [48]. In this work, we employ optimal encoding of parameters,
as it guarantees optimality in the sense that the encoding is the best possible in the
worst-case scenario, i.e., in case the sample of the data is not representative of the
population. Three types of optimal encodings exist, which are, in increasing order of
optimality guarantees: 1) prequential plug-in; 2) Bayesian; 3) Normalized Maximum
Likelihood (NML). While the first two are asymptotically optimal, the NML encoding
is optimal for fixed sample sizes.
Depending on the target type, we employ the best encoding possible while being
computationally feasible, i.e., we require adequate run-time for our algorithm. For
nominal targets, we present a prequential plug-in and an NML encoding for both the
probabilities of each class and the data points in Section 3.4, where the second is a
theoretical improvement over the first. We resort to a Bayesian encoding for numeric
targets as the NML code is not computationally feasible for that case.
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3.4 Data encoding: nominal target variables

When the data have one or more nominal targets, the target distributions of the prob-
abilistic rules (2.7) are categorical distributions Cat(Θ), each with a set of parameters
Θ = {p1, · · · , pk} representing the k classes:

Pr(y = c | p1, · · · , pk) = pc, subject to
k∑
c=1

pc = 1. (3.11)

This implies a probabilistic rule of the form:

a 7→ y1 ∼ Cat(p1, · · · , pk), · · · , yt ∼ Cat(p1′ , · · · , pk′),

where k and k′ are the number of classes Y1 and Yt, respectively. To simplify the in-
troduction of concepts we will assume we only have one target variable in Y, and
then generalize the results to multiple variables at the end. Also in line with this sim-
plification, we will only refer to association rules, and then, specialize in the end for
both predictive rule lists and subgroup lists. Thus, throughout this section Y becomes
Y , and the parameters of each rule ri become Θ̂i = {p1|i, · · · , pk|i} as there is only
one variable with k classes, where p1|i is the probability of class 1 for subgroup i, i.e.,
Pr(c = 1 | ai). The general form of a rule list with one nominal target takes the form
of Figure 3.4.

r1: IF a1 v x THEN y ∼ Cat(p̂1|1, · · · , p̂k|1)
...

rω: ELSE IF aω v x THEN y ∼ Cat(p̂1|ω, · · · , p̂k|ω)

default: ELSE y ∼ Cat(p̂1|d, · · · , p̂k|d)

Figure 3.4: Generic rule list model M with ω rules {r1, ..., rω} and a single nominal
target Y with k categories.

In the following sections, we will derive the data encoding with categorical distri-
butions. First, in Section 3.4.1, it is shown how to encode a categorical distribution
when its parameters are known, which is the case for the default rule of a subgroup
list. After that, in Section 3.4.2 it is shown how to encode a categorical distribution
when the parameters of the distribution are unknown. Then, in Section 3.4.3 the
equivalence between MDL-based subgroup lists with only one subgroup and standard
(top-1) subgroup discovery with WKL as a quality measure is proven. Finally, in Sec-
tion 3.4.4, we show the data encoding of subgroup lists is equivalent to a Bayesian
test. Note that for the next section we will also use the maximum likelihood expres-
sions of Section 2.3.2.
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3.4.1 Encoding categorical distributions with known parameters

To encode target values with known parameters—as is the case for the default rule
of a subgroup list—we can directly use Eq. (3.10) with given parameter estimates
Θ̂d = p̂1|d, · · · , p̂k|d (marginal distribution over the whole dataset):

L(Y d | p̂1|d, · · · , p̂k|d) =
∑
c∈Y
−nc|d log p̂c|d = −`(Θ̂d | Y d), (3.12)

where `(Θ̂d | Y d) is the log-likelihood of the parameter set Θ̂d, and nc|d denotes the
number of points associated with each class c covered by default rule Y d.
Note that we exemplified this code using the dataset marginal distribution parameters
as these are the only known parameters used throughout this thesis, however, this
encoding can be used with any known parameters.

3.4.2 Encoding categorical distributions with unknown paramet-
ers

To encode target values for which the parameters are unknown—as is the case for each
predictive rule, subgroup, and predictive default rule—we need to encode parameters
and data together. For that, we have developed two types of codes: 1) the prequential
plug-in code that is asymptotically optimal; and 2) the Normalized Maximum Likeli-
hood (NML) code that is “optimal in the sense that it achieves the minimax optimal
codelength regret” [48, Part II]. The prequential plug-in code was developed earlier
[96], as it is easier to use and compute. Nonetheless, the NML code enjoys better
theoretical properties, and thus should be preferred when possible.

Prequential plug-in encoding. The main idea of the prequential plug-in code is to
treat each subset of labels Y i as sequential data and then predict each label as it
arrives, starting with no knowledge about their distribution and updating it each
time one receives a label. To achieve that, it requires the use of a smoothed version of
the ML estimator, as before receiving any point we already need to have a probability
distribution

Prplug-in(yu = c | Y |u−1) ..=
|{y ∈ Y |u−1 | y = c}|+ ε∑

c′∈Y |{y ∈ Y |u−1 | y = c′}|+ ε
, (3.13)

where Y |u−1 represents the ordered sequence of u− 1 class labels, ε the pseudocount
which allows us to have probabilities before seeing any label.
Intuitively, this means that one starts with a pseudocount ε for each possible element,
constructs a code using these pseudocounts, starts encoding/sending/decoding mes-
sages one by one, and then updates the count of each element after sending/receiving
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each individual message. The prequential plug-in code is asymptotically optimal even
without any prior knowledge of the probabilities [48].
Taking into account that the rule list creates a partition of the data, and applying
Eq. (3.13) to each class label in part, we obtain for each part5 Y i:

Lplug-in(Y i) = − log

 ni∏
u=1

Prplug-in(yu | Y i|u−1)


= − log

∏k
c=1

∏nc|i−1
u=0 (u+ ε)∏ni−1

j=0 (u+ kε)


= − log

(∏k
c=1(nc|i − 1 + ε)!/(ε− 1)!

(ni − 1 + kε)!/(kε− 1)!

)

= − log

(∏k
c=1 Γ(nc|i + ε)/Γ(ε)

Γ(ni + kε)/Γ(kε)

)
,

(3.14)

where Y i|u is a sequence of class labels of length u in part Di, and ni = |Di| and
nc|i = |Dc|i|. Further, Γ is the gamma function, an extension of the factorial to real
and complex numbers that is given by Γ(u) = (u−1)!. The most common values for ε,
which takes the role of a prior in the Bayesian literature [125], are the Jeffrey’s prior
of 0.5 or the uniform prior of 1. For simplicity in our experiments, the value of ε = 1

was used as it allows us to obtain natural factorials instead of gamma functions. It is
interesting to note two things: 1) we started with a sequential idea, but the final en-
coding of Eq. (3.14) is independent of the order in which the data is processed; and
2) for the case of categorical and multinomial distributions the prequential plug-in
code is equivalent to a Bayesian code with a Dirichelet prior [48, Chapter 9]

NML encoding. The expression of the NML code can be daunting, but its intuition
is very clear [65], i.e., the NML code is equivalent to first encoding all maximum
likelihood estimates of sequences Z of ni points based on their likelihoods, and then
encoding data Y i with its maximum likelihood estimate Θ̂i as in Eq. (3.12). Formally,
the NML code length of the subset Y i is given by6:

LNML(Y i) = − log

∏
y∈Y i Pr(y | Θ̂i)∑

Z∈Yni

∏
z∈Z Pr(z | Θ̂Z)

=
∑
c∈Y
−nc|i log p̂c|i + log

∑
Z∈Yni

∏
z∈Z

Pr(z | Θ̂Z)

= −`(Θ̂i | Y i) + C(ni, k)

(3.15)

5For full details and intuition on the derivations of the prequential plug-in code check Appendix B.
6For details on the derivation of Eq. (3.15), please see Appendix C.
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where Yni is the space of all possible sequences of ni points with cardinality k = |Y|
(possible values per point), Θ̂Z is the maximum likelihood estimate over Z, C(ni, k) is
the complexity—as it is called in MDL literature[48]—of the multinomial distribution
over ni points and k categories. Note that this term can be efficiently computed in
sub-linear time O(

√
dni + k) if approximated by a finite floating-point precision of d

digits [92].

Predictive rule list encoding. The total data encoding of a predictive rule list, using
the NML encoding, is obtained by inserting (3.12) and (3.15) in (3.8):

L(Y | X,M) =

t∑
j=1

LNML(Y dj ) +
∑
ρi∈R

LNML(Y ij )

 , (3.16)

where for the total data encoding using the prequential plug-in code, substitute LNML(· · · )
by Lplug-in(· · · ) of Eq. (3.14).

Subgroup list encoding. The total data encoding of a subgroup list, using the NML
encoding, is obtained by inserting (3.12) and (3.15) in (3.9):

L(Y | X,M) =

t∑
j=1

L(Y dj | Θ̂d) +
∑
si∈S

LNML(Y ij )

 , (3.17)

where Θd is the dataset marginal parameters, and for the total data encoding using
the prequential plug-in code, substitute LNML(· · · ) by Lplug-in(· · · ) of Eq. (3.14).

Example 6 (continuation): Let us revisit the Zoo subgroup list example of Figure 3.2
and compute the length encoding of the first subgroup subset Y 1 using the NML
encoding. To compute it we just need to get the probabilities associated with each
category ({0; 0; 0.56; 0.44; 0; 0; 0}), the number of samples covered by each of them
({0; 0; 10; 8; 0; 0; 0}), and the total number of categories k = |Y| = 7. Given these, the
length of encoding of the data Y 1 is given by:

LNML(Y 1) = (−10 log 0.56− 8 log 0.44) + C(18, 7)

= 17.84 + 10.42

= 28.26 bits.

3.4.3 Relationship of MDL-optimal subgroup lists to WKL-based
SD

We now investigate the relationship between finding an MDL-optimal subgroup list
and WKL-based top-k subgroup discovery. Remember that WKL is the weighted Kulback-
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Leibler (WKL) divergence, an existing subgroup discovery measure [72] that can be
seen as an information-theoretic instance of the general form of a subgroup discovery
measure as given in Eq. (2.20); we described it in more detail in Section 2.6.2.
Assume that we have a single target variable (Y instead of Y) and a subgroup list
consisting of just one subgroup s with description a (and the default rule). Next, let
us turn the MDL minimization problem into a maximization problem by multiplying
Eq. (3.2) by minus one and adding a constant (for each dataset) L(Y | Θd) to obtain:

s∗ = arg max
s∈M

[
L(Y d | Θd)− L(Y | X,M)− L(M)

]
.

In the case of a subgroup list with one subgroup and one target, the data encoding of
Eq. (3.17) can be substituted by L(Y | X,M) = L(Y d | Θd) + LNML(Y a). Also, note
that Y d is given by all the points not covered by the subgroup description a, i.e., Y ¬a.
Thus, we can further develop the maximization problem to:

L(Y | Θ̂d)− L(Y | X,M)− L(M) =

= L(Y a | Θ̂d) + ������
L(Y ¬a | Θ̂d) − LNML(Y a)−������

L(Y ¬a | Θ̂d) − L(M)

=
∑
y∈Y s

log
p̂y|a

p̂y|d
− C(na, k)− L(M)

= na
∑
c∈Y

p̂c|a log

(
p̂c|a

p̂c|d

)
− C(na, k)− L(M)

= naKL(Θ̂a; Θ̂d)− C(na, k)− L(M),

(3.18)

where naKL(Θ̂a; Θ̂d) is the Weighted Kulback-Leibler divergence from Θ̂a to Θ̂d. This
result shows that finding the MDL-optimal subgroup is equivalent to finding the sub-
group that maximizes WKL, plus two extra terms: one that defines the complexity of the
distribution C(na, k), and another that defines the complexity of the subgroup L(M).
When we consider subgroup lists having more than one subgroup, Eq. (3.18) simply
expands to:

L(Y | Θ̂d)− L(Y | X,M)− L(M) =
∑
ai∈S

niKL(Θ̂i; Θ̂d)−
∑
ai∈S
C(ni, k)− L(M)

= SWKL(S)−
∑
ai∈S
C(ni, k)− L(M),

where SWKL(S) is the Sum of Weighted Kulback-Leibler divergences of subgroup set
S, a measure for subgroup set quality that we propose later in Section 3.6, and the
other terms penalize the complexity of the subgroup list. The fact that the MDL-based
objective for the optimal subgroup list can be formulated as subgroup set quality
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minus two terms for model complexity demonstrates that our formalization naturally
aims for subgroup lists of high quality while penalizing complexity.

3.4.4 Relationship of MDL-optimal subgroup lists to Bayesian test-
ing

We will now show how our MDL criterion is related to Bayesian testing. The Bayesian
alternative to statistical testing is the Bayesian factor, denoted here byK [58, 61]. The
Bayesian factor compares two models (hypotheses) through the division of the likeli-
hood of the data given each model Pr(D | M1)/Pr(D | M2), where the more likely
model dominates. Notice that the form that we arrived at in the term naKL(Θ̂a; Θ̂d)−
C(na, k)−L(M) of Eq. (3.18) (for a list consisting of one subgroup) is very similar to
the logarithm of a Bayes factor, and indeed it can be decomposed into:

L(Y | Θ̂d)− L(Y | X,M)− L(M) = log

(
Pr(Y | X,M)

Pr(Y | Θ̂d)

)
L(M)

= logK + L(M),

where we use the Shannon-Fano code [114] to transform code length in bits L(· · · ) to
probabilities Pr(· · · ). In practice, taking into account L(M) (or Pr(M)) is equivalent
to using the posterior distributions instead of just the Bayes factor, and in our case
amounts to a penalty for multiple hypothesis testing. This tells us that when finding
the first subgroup we are indeed maximizing an MDL version of a Bayesian factor,
and thus, doing an equivalent Bayesian proportions test (with a binary target) or a
multinomial test (with a nominal target). When we consider the problem of finding
a subgroup beyond the first, it is straightforward to observe that we are testing each
subgroup in S against the marginal distribution of the dataset.

3.5 Data encoding: numeric target variables

When we have one or more numeric target variables, the consequents of probabilistic
rules as in Eq. (2.7) are now normal distributions N (Θ) with parameters Θ = {µ, σ},
and take the following form:

Pr(y | µ, σ) =
1√

2πσ2
exp

(
− (y − µ)2

2σ2

)
,

where we use Pr(y | µ, σ) to denote the probability density function (pdf), which is a
slight abuse of notation that we admit to unify the whole work.
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This translates to a probabilistic rule of the form:

a 7→ y1 ∼ N (µ̂a1, σ̂a1), · · · , yt ∼ N (µ̂at, σ̂at) (3.19)

To simplify the introduction of concepts we will again assume we only have one target
variable in Y, and then generalize the results to multiple variables at the end. Also
in line with this simplification, we will only refer to association rules, and then, spe-
cialize in the end for both predictive rule lists and subgroup lists. Thus, throughout
this section Y becomes Y , and the parameters of each rule ri become Θi = {µi, σi}
as there is only one variable. The general form of a rule list with normal target distri-
bution is given in Figure 3.5.

r1: IF a1 v x THEN y ∼ N (µ̂1, σ̂1)
...

rω: ELSE IF aω v x THEN y ∼ N (µ̂ω, σ̂ω)

dataset: ELSE y ∼ N (µ̂d, σ̂d)

Figure 3.5: Generic rule list model M with ω rules {r1, ..., rω} and a single numeric
target Y .

In the following subsections, we will derive the data encoding with normal distribu-
tions. First, in Section 3.5.1 we show how to encode a normal distribution when its
parameters µ and σ are known, such as is the case for the default rule of a subgroup
list. After that, in Section 3.5.2 we show how to encode a normal distribution using
an uninformative prior when the parameters of the distribution are unknown. Then,
in Section 3.5.3 the equivalence between MDL-based subgroup lists with only one
subgroup and standard (top-1) subgroup discovery with WKL as a quality measure
is proven. Finally, in Section 3.5.4, we show the data encoding and corresponding
criterion are equivalent to a Bayesian test. Note that for the next section we will also
use the maximum likelihood expressions of Section 2.3.2.

3.5.1 Encoding normal distributions with known parameters

To encode target values with known parameters—as is the case for the default rule
of a subgroup list—we can directly use Eq. (3.10) with given parameter estimates
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Θ̂d = {µ̂d, σ̂d} (marginal distribution over the whole dataset):

L(Y d | µ̂d, σ̂d) = − log

 ∏
y∈Y d

1√
2πσ̂2

d

exp

(
(y − µ̂d)2

2σ̂2
d

)
=
nd
2

log 2π +
nd
2

log σ̂2
d +

 1

2σ̂2
d

∑
y∈Y d

(y − µ̂d)2

 log e

= −`(Θ̂d | Y d),

(3.20)

where `(Θ̂d | Y d) is the log-likelihood of the parameter set Θ̂d. The first two terms
are normalization terms of a normal distribution, while the last term represents the
Residual Sum of Squares (RSS) normalized by the variance of the data. Note that
when Yd = Y , i.e., the whole dataset target, RSS is equal to ndσd, and the last term
reduces to nd/2 log e.
Note that we exemplified this code using the dataset marginal distribution parameters
as these are the only known parameters used throughout this thesis, however, this
encoding can be used with any known parameters.

3.5.2 Encoding normal distributions with unknown parameters

In contrast to the previous case, here we do not know a priori the statistics defining
the probability distribution corresponding to the rule, i.e., µ̂ and σ̂ are not given by
the model, and thus both need to be encoded. For this, we resort to the Bayesian
encoding of a normal distribution with mean µ and standard deviation σ unknown,
which was shown to be asymptotically optimal [48]. The optimal code length is given
by the negative logarithm of a probability, and the optimal Bayesian probability for
Y i is given by

LBayes(Y
i) =

− log

∫ +∞

−∞

∫ +∞

0

(2πσ)−
ni
2 exp

− 1

2σ2

∑
y∈Y i

(y − µ)2

w(µ, σ) dµdσ,
(3.21)

where w(µ, σ) is the prior on the parameters, which needs to be chosen.

Choosing the prior. The MDL principle requires the encoding to be as unbiased as
possible for any values of the parameters, which leads to the use of uninformative
priors. The most uninformative prior is Jeffrey’s prior, which is 1/σ2 and therefore
constant for any value of µ and σ, but unfortunately its integral is undefined, i.e.,∫ ∫

σ−2 dσ dµ =∞. Thus, we need to make the integral finite, which we will do next.



Chapter 3. MDL for rule lists 49

It should be noted that when using normal distributions with Bayes factors—Bayesian
equivalent to traditional statistical testing—the authors tend to also add a normal
prior on the effect size, as e.g., δ = µ/σ ∼ N (0, τ) [58, 44, 110]. Nonetheless, this
prior gives a higher probability to values of µ closer to zero, which is a bias that we do
not want to impose. Thus we only use Jeffrey’s prior, which converges7 to the Bayes
Information Criterion (BIC) for large n.

Now, given the our prior w(µ, σ) = 1
σ2
√

2π
—where

√
2π was added for normaliza-

tion reasons—the remaining question is how we can make the integral finite. The
most common solution, which we also employ, is to use u data points from Y i, de-
noted Y i|u, to create a proper conditional prior w(µ, σ | Y i|u). As there are only two
unknown parameters, we only need two points hence u = 2 [48]; for more on the in-
terpretation of such “priors conditional on initial data points”, see [47]. Consequently,
we first encode Y i|2 with a non-optimal code that is readily available—i.e., the dataset
distribution of Eq. (3.20)—and then use the Bayesian rule to derive the total encoded
length of Y i as

LBayes2.0(Y i) = − log
PBayes(Y

i)

PBayes(Y i|2)
P (Y i|2 | µd, σd)

= LBayes(Y
i) + Lcost(Y

i|2),

(3.22)

where Lcost(Y
i|2) = L(Y i|2 | µd, σd) − LBayes(Y

i|2) is the extra cost incurred by
encoding two points non-optimally. After some re-writing8 we obtain the encoded
length of the y values covered by a subgroup Y i as

LBayes2.0(Y i) = LBayes(Y
i) + Lcost(Y

i|2)

= 1 +
ni
2

log π − log Γ

(
ni
2

)
+

1

2
log(ni) +

ni
2

log niσ̂
2
i + Lcost(Y

i|2),
(3.23)

where Γ is the Gamma function that extends the factorial to the real numbers (Γ(n) =

(n−1)! for integer n) and µ̂i and σ̂i are the statistics of Eqs. (2.10) and (2.11), respect-
ively. Note that for Y i|2 any two unequal values (otherwise σ̂2 = 0 and LBayes(Y i|2) =

∞) can be chosen from Y a, thus we choose them such that they minimize Lcost(Y i|2).

Predictive rule list encoding. The total data encoding of a predictive rule list, is
obtained by inserting Eq. (3.20) and (3.23) in (3.8):

L(Y | X,M) =

t∑
j=1

L(Y dj | Θd) +
∑
si∈S

LBayes2.0(Y ij )

 .

7See proof in Appendix E.
8The full derivation of the Bayesian encoding and an in-depth explanation are given in Appendix D.
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Subgroup list encoding. The total data encoding of a subgroup list, is obtained by
inserting Eq. (3.20) and (3.23) in (3.9):

L(Y | X,M) =

t∑
j=1

L(Y dj | Θd) +
∑
si∈S

LBayes2.0(Y ij )

 ,

where Θd is the dataset marginal parameters.

Example 7 (continuation): We revisit the Automobile subgroup list of Figure 3.3
and find the length of the Bayes2.0 encoding (Eq. (3.23)) of the first subgroup. To
compute it we need to get the statistics of the subgroup (Θ̂1 = {µ̂1 = 35; σ̂1 = 8}), the
number of samples it covers (n1 = 11), the dataset statistics (Θ̂d = {µ̂d = 13; σ̂d =

8}), and the two points closest to the dataset mean Y 1|2 = {14; 31} that make the
encoding proper (and which are not available in the example information). Assuming
that Lcost(Y i|2) = 0.69bits for simplicity, the length of the encoding of Y 1 is given by:

LBayes2.0(Y 1) =1 +
11

2
log π − log Γ

(
11

2

)
+

1

2
log(11 + 1) +

11

2
log 11 · 82

+ Lcost(Y
i|2)

=58.06 + 0.69

=58.75 bits.

3.5.3 Relationship of MDL-optimal subgroup lists to WKL-based
SD

As in Section 3.4 we next investigate the relationship between finding an MDL-
optimal subgroup list and WKL-based top-1 subgroup discovery, but now for the nu-
meric case.
First, we show that Eq. (3.23)—with mean and variance unknown—converges, for
large n, to Eq. (3.20)—with mean and variance known—plus an additional term.
Using the Stirling approximation of Γ(n+ 1) ∼

√
2πn

(
n
e

)n
leads to9

LBayes2.0(Y a) ∼ na
2

log 2π +
na
2

log σ̂2
a +

na
2

log e+ log
na
e
, (3.24)

where log n
e is equal to the penalty term of BIC and similar to the usual MDL com-

plexity of a distribution [48].
Now, we can show that minimizing our MDL criterion is equivalent to maximizing a
subgroup discovery quality function of the form of Eq (2.20). Focusing on the case

9The complete derivation can be found in the Appendix E
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where M = {s} contains only one subgroup with description a and statistics Θ̂a =

{µ̂a, σ̂a}, we start with L(Y | X,M) (Eq. (3.2)), multiply it by minus one to make it
a maximization problem, and add a constant L(Y | µ̂d, σ̂d), i.e., the encoded size of
the whole target Y using the overall distribution dataset. We then get

s∗ = arg max
s∈M

[
L(Y d | Θd)− L(Y | X,M)− L(M)

]
.

Developing this further, the subgroup s that maximizes this expression is equivalent
to the one that maximizes

L(Y | Θ̂d)− L(Y | X,M)

= L(Y a | Θ̂d)− LBayes2.0(Y a | Xa)− L(M)

∼ na
2

log
σ̂2
d

σ̂2
a

+

 1

2σ̂2
d

∑
yi∈Y a

(yi − µ̂d)2

 log e− na
2

log e− log na − L(M)

=
na
2

log
σ̂2
d

σ̂2
a

+

[∑
yi∈Y a(yi)2 − nµ̂2

a + nµ̂2
a − 2nµ̂aµ̂d − µ̂d)2

2σ̂2
d

]
log e

− na
2

log e− log na − L(M)

= na

[
log

σ̂d
σ̂a

+
σ̂2
a + (µa − µd)2

2σ̂2
d

log e− log e

2

]
− log(na)− L(M)

= naKL(Θ̂a; Θ̂d)− log na − L(M),

(3.25)

where naKL(Θ̂a; Θ̂d) is the usage-weighted Kullback-Leibler divergence between the
normal distributions specified by the respective parameter vectors. Similar to the res-
ult for the nominal target in Section 3.4.3, this shows that finding the MDL-optimal
subgroup is equivalent to finding the subgroup that maximizes the weighted Kullback-
Leibler (WKL) divergence, an existing subgroup discovery quality measure [72], plus
two terms. The first defines the complexity of the subgroup distribution with two
parameters, the second compensates for multiple hypothesis testing (i.e., the num-
ber of possible subgroups). When we have a list with multiple subgroups, Eq. (3.18)
expands to

L(Y | Θ̂d)− L(Y | X,M)− L(M) ∼
∑
ai∈S

niKL(Θ̂i; Θ̂d)−
∑
ai∈S

log(ni)− L(M)

= SWKL(S)−
∑
ai∈S

log(ni)− L(M),

where SWKL(S) is the measure of subgroup set qualities that we proposed in Sec-
tion 3.6, and the other terms penalize the complexity of the subgroup list.
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Dispersion-correction quality measure. Importantly, we can observe from Eq. (3.18)
that the measure based on the Kullback-Leibler divergence of normal distributions is
part of the family of dispersion-corrected subgroup quality measures, as it takes into
account both the centrality and the spread of the target values [12].

3.5.4 Relationship of MDL-optimal subgroup lists to Bayesian test-
ing

When we have only one subgroup s in a subgroup list, the data encoding for numeric
targets of Eq. (3.5.2) is equivalent to the negative logarithm of a Bayes factor [44,
110]. Indeed, the choice of the prior was based on the Bayesian one-sample t-test by
Gönen et al. [44], and we effectively perform a one-sample t-test (including two extra
terms) for each subgroup. Formally—and similar to the nominal case as described in
Section 3.4.4—a Bayes factor K [58, 61] is given by the division of the likelihoods of
the data given each hypothesis: Pr(D |M1)/Pr(D |M2). If we use the maximization
equivalent of Eq. (3.25),

L(Y | Θ̂d)− L(Y | X,M)− L(M) = log

(
Pr(Y | X,M)

Pr(Y | Θ̂d)

)
L(M)

= logK + L(M),

we can see that we have the Bayes factor plus the model encoding. To transform
code lengths in bits L(· · · ) to probabilities Pr(· · · ) we used the Shannon-Fano code
[114], which states that the best encoding is given by the negative logarithm of its
probability for an event A, i.e., L(A) = − log Pr(A). Our MDL-based criterion aims at
maximizing a one-sample t-test for numeric targets between the subgroup distribution
and the marginal distribution of the dataset while taking into account L(M), which
is equivalent to using the posterior distribution and penalizes for multiple hypothesis
testing. When we aim to find subgroups beyond the first, it is trivial to see that we are
testing each subgroup in S against the marginal distribution of the dataset.

3.6 A new measure for subgroup sets: the sum of WKL
divergences

As discussed in Section 2.7, there is no SSD measure, to the best of our knowledge,
that takes into account the individual quality of subgroups and their global quality
over the whole dataset. Therefore, based on the results of Section 3.4.3 and 3.5.3,
it is natural to extend the flexible WKL measure in subgroup discovery (described in
Section 2.6.2) to subgroup sets.
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That is, we propose the Sum of Weighted Kullback-Leibler divergences (SWKL), which
can be interpreted as the sum of weighted KL divergences for the individual sub-
groups:

SWKL(S) =

∑ω
i=1 niKL(Θ̂i

j ; Θ̂d
j )

|D|
, (3.26)

where i is the index of each subgroup in a subgroup list, ω is the number of subgroups
in S, and |D| is the number of instances in D. The latter is used to normalize the
measure and make values comparable across datasets. In the case of multiple target
variables, the normalization could also include the number of targets, but that is
not used in this thesis. The SWKL measure assumes that the data is partitioned per
subgroup and that subgroups can be interpreted sequentially as a list, i.e., the second
subgroup is interpreted as the description of the second subgroup is active, while the
one of the first is not active.
An advantage of the SWKL measure is that it can be used for any type of target vari-
able(s), as long as they are described by a probabilistic model. Note that computing
SWKL is straightforward for subgroup lists, but not for subgroup sets as instances can
be covered by multiple subgroups. For subgroup sets, it would be necessary to expli-
citly define the type of probabilistic overlap, e.g., additive or multiplicative mixtures
of the individual subgroup models.

It should be noted that this measure only quantifies how well a list of subgroups
capture the deviations in a given dataset and is prone to overfitting: the higher the
number of subgroups, the easier it is to obtain a higher value as there is no penalty
for the number of subgroups (or their complexities, for that matter). As such, SWKL
can be seen as a measure for ‘goodness of fit’ for subgroup lists. This turns out to not
be an issue for our approach though, as our MDL-based criterion naturally penalizes
for multiple hypothesis testing and complexity of the individual subgroups. Further, it
is neither an issue in our empirical comparisons in Section 5.3, as the number of sub-
groups found was similar for most algorithms, rendering the SWKL-based comparison
valid.

3.7 Theoretical difference between subgroup list and
predictive rule list

In this section, we show the difference between the objectives for subgroup discovery
and predictive rules. We do this through the comparison of the equivalent maxim-
ization MDL scores for subgroup lists and classification rule lists [96] with only one
rule—without loss of generality for greater sizes or regression tasks. To differentiate
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both model classes SL and RL will be used for subgroup lists and classification rule
lists, respectively.
First, let us recall the form of a subgroup list SL as given in:

subgroup 1 : IF a v x THEN y ∼ Cat(Θ̂a)

dataset : ELSE y ∼ Cat(Θ̂d)

where Θ̂a are the estimated parameters of subgroup 1 and Θ̂d are the estimated para-
meters of the marginal distribution of the dataset and are thus constant for each
dataset. On the other hand, the model form of a classification rule list RL takes the
following form:

predictive rule 1 : IF a v x THEN Cat(Θ̂a)

default : ELSE y ∼ Cat(Θ̂¬a)

where Θ̂¬a was used to emphasize that the default rule of a predictive rule list is not
fixed, and is equivalent to the ‘not rule 1’. This is the key difference between these two
types of models: for subgroup lists the default rule is fixed to the marginal distribution
of the dataset, while for predictive rule lists the default rule has the distribution of the
negative set of the rules in the list. It should be noted that there are many definitions
of rule lists for classification that use a fixed default rule, however having a variable
default rule that maximizes the prediction quality is the best representative of pre-
dictive rule lists and of the objective of finding the best machine learning model, i.e.,
returning the best partition of the data with the smallest error possible. Note that a
decision tree also belongs to this family of models, as any path starting at the root of
the tree to one of its leaves also forms a rule, and thus, a decision tree is equivalent to
a set of disjoint rules, i.e., none of the rules described in this way overlap on a dataset.
For the type of classification rule lists defined above, the encoding of the first rule and
default rule is given by Eq. (3.15) as for both rules the parameters are unknown.
Thus the MDL score of a predictive rule list can be rewritten as:

L(D,RL) = L(Y a | Xa) + L(Y ¬a | X¬a) + L(RL), (3.27)

and note that the model encoding L(RL) = L(SL) when having the same association
rules.
Following the same steps as in Section 3.4.3, turning the MDL score objective from a
minimization to maximization by multiplying by minus one and adding the constant
L(Y d | Θd), we obtain the same objective as in Eq. (3.4.3):

ρ∗ = arg max
s∈M

[
L(Y d | Θd)− L(Y | X, RL)− L(RL)

]
,
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where ρ is the classification rule that maximizes the objective. Working out this equa-
tion, maximization objective of a classification rule list for a target variable of k class
labels is given by:

L(Y | Θ̂d)− L(Y | X,M)− L(RL)

= L(Y a | Θ̂d) + LNML(Y ¬a | Θ̂d)− L(Y a | Xa)− LNML(Y ¬a | X¬a)− L(RL)

= naKL(Θ̂a; Θ̂d)− C(na, k) + n¬aKL(Θ̂¬a; Θ̂d)− C(n¬a, k)− L(RL),

(3.28)

This should be contrasted with the maximization objective of subgroup list of Eq. 3.18,
which is given by:

L(Y | Θ̂d)− L(Y | X,M)− L(SL) =

naKL(Θ̂a; Θ̂d)− C(na, k)− L(SL).

Comparing the two previous equations, we can notice the most important distinction
between subgroup discovery and classification: the local nature of subgroup discovery
and the global nature of the classification task. In other words, subgroup discovery
aims at finding subgroups that locally maximize their quality, independently of the
rest of the dataset, and even though classification rules try to maximize their local
quality also, they have to take into account the quality of their negative set, i.e., a
classification rule cannot be considered by its quality alone, it has to be considered in
terms of its global impact in the dataset.
On the other hand, this result also shows the similarity between both tasks and where
the confusion sometimes arises, i.e., in particular cases the best subgroup can also be
the best predictive rule. An example of this would be a very large dataset (relatively
to the number of observations covered by the rule), and the best rule would cover a
small number of observations compared to the rule formed by the negative set of that
rule, i.e., D¬a, as a similar distribution to Θ̂d, making Θ̂¬a ∼ Θ̂d.





4
Discovering predictive rule lists with

CLASSY

In this chapter1, we propose the CLASSY algorithm based on the MDL formulation
of predictive rule lists given in Chapter 3. This algorithm uses a greedy heuristic to
find good predictive rule lists and can be applied to supervised tabular datasets with
univariate nominal targets, i.e., multiclass classification. In machine learning, a pre-
dictive rule list is an instance of interpretable machine learning models, as long as
the number of rules is reasonably small. To validate our approach, we conduct an
empirical comparison on 17 datasets against state-of-the-art-algorithms.

Note that in Chapter 3 we presented a formulation of predictive rule lists for single
and multi-nominal classification and single and multi-regression problems. However,
we only developed CLASSY for discrete explanatory variables and regular classifica-
tion, hence, we only present results for this scenario in this chapter. For regression
the greedy algorithm would require some changes in order to find good regression
rule lists.

Recapitulation of predictive rule list definition and MDL encoding. In the previous
chapters we defined what a predictive rule list is and gave its definition of optimality
according to the MDL principle. We will now restate those definitions here.

First, let us recall from Chapter 2.4 the predictive rule lists model in Figure 4.1.

The best predictive rule list RL according to the MDL principle is the one that, given

1Parts of this chapter are based on Proença and van Leeuwen [96]
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s1: IF a1 v x THEN y ∼ Cat(p̂1|1, · · · , p̂k|1)
...

sω: ELSE IF aω v x THEN y ∼ Cat(p̂1|ω, · · · , p̂k|ω)

dataset: ELSE y ∼ Cat(p̂1|d, · · · , p̂k|d)

Figure 4.1: Generic rule list model RL for classification with ω rules R = {r1, ..., rω}
and one target variable distribution per rule. Note that the parameters of the default
rule of a rule list are not fixed (in contrast to those of a subgroup list) and just de-
scribes the subset covered by it, i.e., Dd.

the dataset D, minimizes the two-part code defined in Chapter 3.1:

RL∗ = arg min
RL∈RL

L(D,RL) = arg min
RL∈RL

[
L(Y | X, RL) + L(RL)

]
,

where L(RL) is the length of encoding the predictive rule list model RL, and L(Y |
X, RL) is the length of encoding the target variables data given the predictive rule list
RL and the explanatory variables X. The model encoding is the same for predictive
rule lists and subgroup lists, as they only differ in how the default rule encodes the
data, and was defined in Chapter 3.2. Nonetheless, at the time these experiments were
developed [96], the formulation was only done for discrete explanatory variables, and
it is suboptimal compared to that of Eq. (3.3). Thus, the model encoding throughout
this chapter is:

L(RL) = LN(|R|) +
∑
ai∈R

[
LN(|ai|) + |ai| logm

]
,

where R is the list of predictive rules in RL, i.e., the model excluding the default
rule. Compared with Eq. (3.3), we here used a uniform code for the variables in ai,
i.e., |ai| logm, which is suboptimal for unordered sets compared to

(
m
|ai|
)
. Also, we do

not require
∑
v∈ai L(v) for the different types of variables, as only binary explanatory

variables were considered, and only their positive value, i.e., x = 1 is encoded.
Then, in the case of classification, where there is only one target variable Y , we use a
categorical distribution and the Prequential Plug-in encoding defined in Chapter 3.4:

L(Y | X, RL) = Lplug-in(Y d) +
∑
ρi∈R

Lplug-in(Y i),

which is asymptotically optimal. Even though the Normalized Maximum Likelihood
encoding is optimal for finite n, and thus, theoretically better than the prequential
plug-in, we did not find very significant differences in preliminary experiments, ex-
cept for a few edge cases.
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Structure of the chapter. This chapter is organized as follows. First, in Section 4.1 the
most relevant related work is covered, together with the main differences to our ap-
proach. After that, in Section 4.2 the CLASSY algorithm, a heuristic algorithm to mine
predictive rule lists is defined. Then, in Section 4.3 we empirically validate our pro-
posed method on 17 datasets when compared against the state-of-the-art algorithms
for classification. Finally, in Section 4.4 the main conclusions are presented.

4.1 Related work

We start by comparing the most important features of our algorithm to those of state-
of-the-art algorithms and then provide a brief overview of the most relevant literature,
grouped into three topics: 1) rule-based models; 2) similar approaches in pattern
mining; and 3) MDL-based data mining. For an in-depth overview of interpretable
machine learning, we refer to Molnar [91].

Table 4.1 compares the most important features of our proposed approach, called
CLASSY, to those of other rule-based classifiers, which will be described in the next
subsections. Classical methods, such as CART [15], C4.5 [103], and RIPPER [22],
lack a global optimisation criterion and thus rely on heuristics and hyperparamet-
ers to deal with overfitting. Fuzzy rule-based models [3, 59], here represented by
FURIA [55] use rule sets instead of rule lists and lack probabilistic predictions. Recent
Bayesian methods [122, 69, 122] are limited to small numbers of candidate rules and
binary classification, limiting their usability, and are here represented by SBRL [125]
(which is representative for all of them). A recent approach also using MDL and prob-
abilistic rule lists (MRL) [7] is aimed at describing rather than classifying and cannot
deal with multiclass problems or a large number of candidates. Interpretable decision
sets (IDS) [69] and certifiable optimal rules (CORELS) [5] use similar rules but do
not provide probabilistic models or predictions.

Note that methods that explain black-box models [104, 105], typically denoted by
the term explainable machine learning, also aim to make the decisions of classifiers
interpretable. However, they mostly focus on sample-wise (local interpretation) ex-
planations, while we focus on explaining the whole dataset (global interpretation)
using a single model. As these goals lead to clearly different problem formulations
and thus different results, it would not be meaningful to empirically compare our
approach to explainable machine learning methods [111].
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Table 4.1: Our approach, CLASSY, does Multiclass classification, makes Probabil-
istic predictions, has a global optimisation Criterion, can handle large numbers of
candidate rules, and does not need hyperparameter tuning. “Others” denotes classical
algorithms such as CART, CBA, C4.5, and RIPPER.

Method Multiclass Probabilistic Criterion �1K cand No tuning

CLASSY 3 3 3 3 3

IDS[69] 3 - 3 3 -

CORELS [5] - - 3 - -

MRL[7] - 3 3 - 3

SBRL[125] - 3 3 - -

FURIA[55] 3 - - 3 -

Others 3 3 - 3 -

4.1.1 Rule-based classifiers

Rule lists have long been successfully applied for classification; RIPPER is one of
the best-known algorithms [22]. Similarly, decision trees, which can easily be trans-
formed to rule lists, have been used extensively; CART [15] and C4.5 [103] are prob-
ably the best-known representatives. These early approaches represent highly greedy
algorithms that use heuristic methods and pruning to find the ‘best’ models.

Fuzzy rule-based models. Fuzzy rules have been extensively studied in the context
of classification and interpretability. Several approaches to construct fuzzy rule-based
models have been proposed, such as transforming the resulting model of another
algorithm into a fuzzy model and posteriorly optimizing it [55], using genetic al-
gorithms to combine pre-mined fuzzy association rules [3], and doing a multiobject-
ive search over accuracy and comprehensibility to find Pareto-optimal solutions [59].
Although these approaches are related, the rules are aggregated in a rule set, i.e., a set
of independent if · · · then · · · rules that can be activated at the same time to classify
one instance, contrary to one rule at the time for rules lists. This makes the compar-
ison between both types of models difficult. Also, these fuzzy rule-based models do
not provide probabilistic predictions.
Global optimization approaches. Over the past years, rule learning methods that
go beyond greedy approaches have been developed, i.e., using probabilistic logic pro-
gramming for independent rule-like models [11], greedy optimization of submodular
problem formulation, or simulated annealing in the case of decision sets [69, 122],
Monte-Carlo search for Bayesian rule lists [81, 125], and through branch-and-bound
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with tight bounds for decision lists [5]. Even though in theory these approaches could
be easily extended to the multiclass scenario, in practice their algorithms do not scale
with the higher dimensionality that arises from the search in multiclass space with
optimality criteria. Also, only Bayesian rule lists [81, 125] and Bayesian decision sets
[122] provide probabilistic predictions.

All previously mentioned algorithms share some similarities with CLASSY. In partic-
ular Bayesian rule lists [81, 125] are closely related as they use the same type of
models, albeit with a different formulation, based on Bayesian statistics. This differ-
ence leads to different types of priors—for example, we use the universal code of
integers [108]—and therefore to different results; we will empirically compare the
two approaches. Certifiable optimal rules [5] have a similar rule structure but do not
provide probabilistic models or predictions. Decision sets [69] share the use of rules,
but as opposed to (ordered) lists they consider (unordered) sets of rules.

4.1.2 Pattern mining

Association rule mining [2], a form of pattern mining, is concerned with mining re-
lationships between itemsets and a target item, e.g., a class. One of its key problems
is that it suffers from the infamous pattern explosion, i.e., it tends to give enormous
amounts of rules. Several classifiers based on association rule mining have been pro-
posed. Best-known are probably CBA [85] and CMAR [82], but they tend to lack
interpretability because they use large numbers of rules. Ensembles of association
rules, such as Harmony [121] or classifiers based on emergent patterns [41], can in-
crease classification performance when compared to the previous methods, however,
they can only offer local interpretations.

Supervised pattern set mining [128]. The key difference is that these methods do not
automatically trade-off model complexity and classification accuracy, requiring the
analyst to choose the number of patterns k in advance.

Note that subgroup discovery, and specifically subgroup lists, are also related as they
share the same model structure as predictive rule lists. For more details on that, we
refer the interested reader to Chapter 4.

4.1.3 MDL-based data mining

In data mining, the MDL principle has been used to summarize different types of data,
e.g., transaction data [120, 18], and two-view data [73].
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In prediction, it has been previously used to deal with overfitting [22, 103] and in the
selection of the best compressing pattern [127].
RIPPER and C4.5 [22, 103] use the MDL principles in their post-processing phase as
a criterion for pruning, while we use it in a holistic way for model selection. Although
Krimp has been used for classification [120], it was not designed for this: it outputs
large pattern sets, one for each class, and does not give probabilistic predictions.
DiffNorm [18] creates models for combinations of classes and also uses the prequen-
tial plug-in code, but was designed for data summarization. Aoga et al. recently also
proposed to use probabilistic rule lists and MDL [7], but 1) we propose a vastly im-
proved encoding, which is tailored towards prediction (instead of summarization), 2)
our solution does multiclass classification, and 3) our algorithm has better scalability.

4.2 The CLASSY algorithm

Given our model class—predictive rule lists—and its corresponding MDL formula-
tion, what remains is to develop an algorithm that—given the training data—finds
the best model according to our MDL criterion. To this end, in this section, we present
CLASSY, a greedy search-based algorithm that iteratively finds the best predictive rules
to add to a rule list. This section is structured as follows. First, a brief description of
separate-and-conquer greedy search is given. Then compression gain, i.e., the meas-
ure that uses compression to score candidate rules, is described. After that, the CLASSY

algorithm is defined. Then, it is explained how individual rules—candidates for the
model—are generated from the data. Finally, we analyse CLASSY’s time and space
complexity.

4.2.1 Separate-and-conquer greedy search

Greedy search is very commonly used for learning decision trees and predictive rule
lists [103, 22, 39], as well as for pattern-based modelling using the MDL principle
[120, 18, 73]. A few recent approaches use optimization techniques [125], but these
have the limitation that the search space must be strongly reduced, providing an
exact solution to an approximate problem (as opposed to an approximate solution to
an exact problem).
Global heuristics, such as evolutionary algorithms, have been extensively applied to
fuzzy rule-based model learning [34], and although they could also be applied here,
we found that the arguments in favor of a local search approach were stronger: 1)
local heuristics have often been successfully applied for pattern-based modelling using
the MDL principle, making it a natural approach to consider; 2) local heuristics are
typically faster than global heuristics, as much fewer candidates need to be evaluated;
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3) global heuristics typically require substantially more (hyper)parameters that need
to be tuned (e.g., population size, selection and mutation operators, etc.), while local
heuristics have very few.
Given the arguments presented here the algorithm that we propose is based on greedy
search. More specifically, it is a heuristic algorithm that, starting from a rule list with
just a default rule equal to the priors of the class labels in the data, adds rules accord-
ing to the well-known separate-and-conquer strategy [39]: 1) iteratively find and add
the rule that gives the largest change in compression; 2) remove the data covered by
that rule; and 3) repeat steps 1-2 until compression cannot be improved. This implies
that we always add rules at the end of the list, but before the default rule.

4.2.2 Compression gain

The proposed heuristic is based on the compression gain that is obtained by adding
a rule ρ = (a, Θ̂a) to a rule list RL, which will be denoted by RL ⊕ ρ. Note that for
categorical distributions Θ̂a = {p̂1|a, · · · p̂k|a}, which are just the conditional probab-
ility for each class label c ∈ {1, · · · , k}, given the description a. We will argue—and
demonstrate empirically later—that for the current task it is better to consider nor-
malized gain rather than the typically used absolute gain. Note that the gains are
defined as positive if adding a rule represents a compression improvement, and neg-
ative vice-versa.

Absolute compression gain, denoted ∆L(D,RL⊕ ρ), is defined as the difference in
code length before and after adding a rule ρ to R. The gain can be divided into two
parts: data gain, ∆L(Y | X, RL⊕ρ), and model gain, ∆L(RL⊕ρ). Together this gives

∆L(D,RL⊕ ρ) = L(D,RL)− L(D,RL⊕ ρ)

= Lplug-in(Y | X, RL)− Lplug-in(Y | X, RL⊕ ρ)︸ ︷︷ ︸
∆L(Y |X,RL⊕ρ)

+ L(R)− L(RL⊕ ρ)︸ ︷︷ ︸
∆L(RL)

,

(4.1)

where Lplug-in(· · · ) was used to refer that we use the prequential plug-in encoding of
Eq. (3.14) in this chapter (instead of the Normalized Maximum Likelihood). Using
Eq. (4) we show the model gain as:

∆L(RL⊕ ρ) =LN(|R|)− LN(|R|+ 1)

− LN(|a|)− |a| logm.
(4.2)
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Note that the model gain is always negative, as adding a rule adds additional com-
plexity to the model.

In the case of the data gain, it should be noted that adding rule ρ to RL only activates
the part of the data previously covered by the default rule, as new rules are only
added after the previous ones and before the default rule. This search strategy of
adding rules assumes that the previous rules already cover their subset well and that
improvements only need to be made where no rule is activated, which corresponds to
the region of the dataset covered by the default rule. Hence, we only need to compute
the difference in length of using the previous default rule ρd and the combination of
the new pattern a ∈ ρ with the new default rule ρ′d. Using Equation (B.3) we obtain

∆L(Y | X, RL⊕ ρ) =

Lplug-in(Y |X,RL)︷ ︸︸ ︷
�
���

���ω∑
i=1

Lplug-in(Y i) + Lplug-in(Y d)

−
��

���
��ω∑

i=1

Lplug-in(Y i) − Lplug-in(Y d
′
)− Lplug-in(Y a)︸ ︷︷ ︸

Lplug-in(Y |X,RL⊕ρ)

,

(4.3)

where Y d
′

is the subset of the data covered by the new default rule (after ρ is added
to RL) and ω = |R|.
Normalized compression gain, denoted δL(D,RL ⊕ ρ), is defined as the absolute
gain normalized by the number of instances that are activated by pattern a ∈ r, which
can be obtained by dividing absolute gain by the usage of a:

δL(Y | X, RL⊕ ρ) =
∆L(Y | X, RL⊕ ρ)

na
(4.4)

By normalizing for the number of instances that a predictive rule covers, normalized
gain favors rules that cover fewer instances but provide more accurate predictions com-
pared to absolute gain. When greedily covering the data, it is essential to prevent
choosing large but moderately accurate rules in an early stage; this is likely to lead
to local optima in the search space, from which it could be hard to escape. As this is
bound to happen when using absolute gain, we hypothesize that normalized gain will
lead to better predictive rule lists. We will empirically verify if this is indeed the case.

Note that the absolute and normalized gains are specific cases of the β-gain of Eq. (5.1)
presented later in Chapter 5, where for these specific cases, they correspond to β = 0

and β = 1, respectively.



Chapter 4. Discovering predictive rule lists with CLASSY 65

4.2.3 Candidate generation

Candidates are probabilistic rules of the form ρ = (a, Θ̂a) that are considered for
addition to a predictive rule list for a dataset D. The candidates are generated by
first mining a rule antecedent/pattern a using a standard frequent pattern mining
algorithm, e.g., FP-growth [13], and then finding the corresponding consequent cat-
egorical distribution Θ̂a given the dataset, i.e., using the maximum likelihood estim-
ate of Eq. (2.9). In practice, these mining algorithms have only two parameters: the
minimum support threshold nmin. and the maximum length dmax of a pattern.

Mining frequent patterns can be done efficiently due to the anti-monotone property
of their support, i.e., given a pattern a and b, if a has fewer conditions then b, i.e.,
a ⊂ b, implies that na ≥ nb. This property is also used to remove strictly redundant
rules in CLASSY.
Given all candidates from the frequent pattern mining algorithm, if antecedent a is a
strict subset of antecedent b, i.e., a ⊂ b, and they have equal support, na = nb, we
say that antecedent b is redundant and will never be selected. This is a consequence
of their encoding, i.e., as Y a = Y b =⇒ Lplug−in(Y a) = Lplug−in(Y b) in the case
they are being considered for the same position, and that the model encoding length
of b will always be larger than a, i.e., L(a) < L(b). From this, we can conclude that b
will never be preferred over a during the model search, as the gain of a will always
be greater.

4.2.4 Finding good rule lists

We are now ready to introduce CLASSY, a greedy algorithm for finding good solutions
to the MDL-based multiclass classification problem as formalized in Section 3.4. The
algorithm, outlined in Algorithm 4.1, expects as input a (supervised) training dataset
D and a set of candidate patterns, e.g., a set of frequent itemsets mined from D, and
returns a predictive rule list.
The first step of our algorithm is to remove the strictly redundant patterns as men-
tioned in Section 4.2.3 (Ln 1). After that, we initialize the predictive rule list with the
default rule (Ln 2), which acts as the baseline model to start from. Then, while there
is a predictive rule that improves compression (Ln 7), we keep iterating over three
steps: 1) we select the best rule to add (Ln 4)—we here use normalized gain for ease
of presentation, but this can be trivially replaced by absolute gain; 2) we add it to the
rule list (Ln 5); and 3) we update the usage, and gain of the candidate list (Ln 6). To
update the usage of a candidate it is necessary to remove from its usage the instances
that it has in common with the previously added rule, and then the gain of adding
the candidate can be updated. When no rule improves compression (negative gain)
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the while loop stops and the rule list is returned.

Algorithm 4.1 The CLASSY algorithm

Input: Dataset D, candidate set Cands
Output: Multiclass probabilistic rule list R

1: Cands← RemoveRedundancy(Cands)

2: RL← [∅]

3: repeat
4: ρ← arg max∀r′∈Cands : δL(D,RL⊕ ρ′)
5: RL← RL⊕ ρ
6: UpdateCandidates(D,RL,Cands)

7: until δL(D,RL⊕ ρ′) ≤ 0,∀ρ′ ∈ Cands
8: return RL

4.2.5 Time and space complexity

In this section we analyze the time and space complexity of CLASSY. In terms of time
complexity, CLASSY can be divided into two parts: 1) an initialization step, and 2) an
iterative loop where one rule is added to a predictive rule list in each iteration.

Initialization step. The time complexity of the initialization step is dominated by
sorting the candidates (ascending by length) obtained after running the frequent
pattern mining algorithm, and the computation of their instance ids, i.e., the in-
dexes of the instances where each candidate is present. Sorting all candidates takes
O(|Cands| log |Cands|) time. To compute the instance ids of the candidates, CLASSY

first computes the presence of each singleton condition, i.e., xi = 1 is tested for each
variable, in each instance, and then stores them as a bitset in a hash table. As this is
done for the whole dataset, it takes O(|D||V |) time. Then, for candidates of size equal
or greater than two and given a sorted array of candidates, it sequentially computes
the instance ids of each candidate a based on its decomposition in two candidates of
one less condition, i.e., it computes the ids of a based on two candidates b1 and b2
for which b1 ∪ b2 = a of length |b1| = |b2| = |a| − 1. The ids of a are obtained by
the intersection of the sets of instance ids of the smaller length candidates and has a
complexity of O(|(b1)ids|+ |(b2)ids|). As this is done for each class, in the worst case,
it would cover the whole dataset, and it would take O(|D| + |D|). Doing this for all
candidates gives O(|Cands||D|).

Iterative loop. After the initialization step, CLASSY iteratively finds the best rule to
add for a total of ω = |R| runs, where RL is the predictive rule list that CLASSY
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outputs at the end. The time complexity of this loop is dominated by the removal of
the instance ids that all candidates have in common with the last added rule. Using
again the fact that the intersection of instance ids is upper bounded by the dataset
size |D|, the removal of instance ids takes at most O(|R||Cands||D|) time. Given that
the rule list can grow at most to the size of the dataset, an upper bound on this
complexity is O(|Cands||D|2). Joining everything together, CLASSY has a worst-case
time complexity of

O(|Cands||D|2),

which is really a worst-case scenario, because, in general, MDL will obtain predict-
ive rule lists that are much smaller than the dataset size, i.e., |R| � |D|, making it
possible to treat it as a constant. Making this assumption, we obtain a more realistic
worst case time complexity of

O(|Cands| log |Cands|+ |Cands||D|).

Note that the time complexity associated with the Gamma function used in the com-
putation of lengths (3.14) and gains (4.4) of data encoding is not problematic when
compared with the other terms. This is due to its recursive computation for |D| val-
ues, which can be stored in a dictionary. In total, this takes O(multi(|D|) + |D|) time,
where multi(∗) is the complexity of the multiplication used; in the case of our Python
implementation, this is the Katsuraba multiplication. From then on, the lookup of a
value only takes O(1) time.

Memory complexity. In terms of memory complexity, CLASSY has to store for each
candidate for each class: their instance ids O(|(a)ids||Y|), their support O(|Y|), and
their score O(|Y|). It is easy to see that |(a)ids||Y| is upper bounded by the dataset
size |D| and that all other memory requirements will be dominated by this part. Also,
the storage of the gamma function for each integer up to |D| is only O(|D|), which
gets dwarfed by the instance storage, thus obtaining a worst-case memory complexity
of

O(|D||Cands|).

4.3 Empirical evaluation

In this section we empirically evaluate our approach2, first in terms of its sensitivity
to the candidate set provided and the relationship between compression and classific-
ation performance, and second in comparison to a set of representative, state-of-the-
art baselines in terms of classification performance, interpretability, overfitting, and

2For the reproducibility of the experiments, please check https://github.com/HMProenca/

MDLRuleLists

https://github.com/HMProenca/MDLRuleLists
https://github.com/HMProenca/MDLRuleLists
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runtime.

Data. We use 17 varied discretised datasets (see Table F.1) from the LUCS/KDD3 re-
pository, all of which are commonly used in classification papers. They were selected
to be diverse, ranging from 150 to 48 842 samples, from 16 to 157 Boolean variables,
and from 2 to 18 classes.

Candidate rules generation. Frequent pattern mining algorithms generate different
candidate sets by setting different values for the minimum support per class threshold
nmin and maximum pattern length dmax. To demonstrate that CLASSY is insensitive
to the exact settings of these parameters, we fix a single set of parameter values
for all experiments on all datasets (except when we investigate the influence of the
candidate set). Specifically, we use dmax = 4 and nmin = 5%, to obtain a desirable
trade-off between candidate set size, convergence, and runtime.

These values were objectively derived based on two criteria: making each run finish
within 10 minutes while demonstrating that CLASSY can deal with large candidate set
sizes. First, we chose dmax = 4 because this potentially results in very large candidate
sets with many redundant rules (i.e., rules that are very similar / strongly overlap-
ping). We then fixed nmin by requiring the runs for all datasets to strictly finish in
under 10 minutes and for most datasets even under 1 minute, to be comparable to
CART , C5.0, and JRip in runtime, and also to have attained (empirical) convergence
in terms of compression ratio on the training set—further lowering nmin would not
increase compression—as can be seen from the vertical dashed lines in Figure 4.3.

Candidate patterns are mined using Borgelt’s implementation of the well-known fre-
quent pattern mining algorithm FP-growth [13]. The same candidate set was used for
all experiments except when assessing its influence on CLASSY in Section 4.3.2. For
that experiment we fixed dmax = 4 and varied the minimum support threshold per
class from nmin = {0.1%, 0.5%, 1%, 2%, 5%, 10%, 15%, 20%, 25%}.

Evaluation criteria. We evaluate and compare our approach based on classification
performance, overfitting, interpretability, and runtime. Besides, we assess the influ-
ence of the candidate set on our algorithm and whether better compression corres-
ponds to better classification. All results presented are averages obtained using 10

times repeated 10-fold cross-validation (with different seeds).

MDL criterion quantification. To quantify how well a predictive rule list compresses
the class labels and be able to compare the MDL score across datasets, we define

3http://cgi.csc.liv.ac.uk/~frans/KDD/Software/LUCS-KDD-DN/DataSets/dataSets.html

http://cgi.csc.liv.ac.uk/~frans/KDD/Software/LUCS-KDD-DN/DataSets/dataSets.html
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relative compression as

L% =
L(D,R)

L(D | Θ̂d)
, (4.5)

where L(D | Θ̂d) is the encoding length of the data given the predictive rule list with
only a default rule, i.e., with only the dataset priors for each class. We measure relat-
ive compression on the training data, as we use that for model selection.

Classification performance. Classification performance is measured using three meas-
ures presented in Section 2.5: accuracy; balanced accuracy [17]; and Area Under the
ROC Curve (AUC). Each measure portrays different aspects of the classifier perform-
ance. Accuracy shows the total number of correct classifications. Balanced accuracy,
or averaged class accuracy, takes into account the imbalance of class distributions in
the dataset and gives the same importance to each class.

AUC, on the other hand, is not based on a fixed threshold and takes into account the
probabilities associated with each prediction. In the case of multiclass datasets, we
use weighted AUC [102], as it takes into account the class distribution in the dataset.

Interpretability. For interpretability, we follow the most commonly used measure, i.e.,
that smaller models are easier to understand [26]. With this in mind, we assess: the
number of rules and the number of conditions per rule; in all cases, fewer is better.
When analyzing decision trees, the number of leaves is given as the number of rules
(which includes the default rule), and the average depth of the leaves (except for
the longest—assumed the default rule) is given as the number of conditions per rule.
Although predictive rule lists derived from decision trees can often be simplified, we
here choose not to do this because these directly measures how it would be read by
humans.

Overfitting. Overfitting is measured in terms of the absolute difference between the
AUC performance in the training set and in the test set.

Runtime. For runtime, wall clock time in minutes is measured; no parallelization was
used.

Note on standard deviations. Given that the number of values reported both in
figures and tables is large, and that standard deviations are usually 2+ orders of
magnitude smaller than their corresponding averages, we choose not to report them—
to avoid unnecessarily cluttering the presentation. We did analyse them though and
explicitly comment on the few cases where relevant.
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Figure 4.2: Relation between compression and AUC; better compression on the train-
ing set (lower relative compression) corresponds to better classification on the test
set (higher AUC). Results obtained with CLASSY using normalized (squares) and ab-
solute (circles) gain, on all 17 datasets; each point represents the 10 times repeated
10-fold average for one dataset with one type of gain; each connected pair represents
the same dataset, for the two types of gain.

4.3.1 Compression versus classification

We first investigate the effect of using absolute (4.1) or normalized gain (4.4). To this
end, Figure 4.2 depicts how the two heuristics perform for relative compression (on
the training set) and AUC (on the test set).
The first observation is that better compression of the training data corresponds to
better classification performance on the test data. This is backed by a correlation
of −0.92 and a corresponding p-value lower than 0.0001 for the independence test
between both variables for the normalized gain data. This is a crucial observation,
as it constitutes an independent, empirical validation of using the MDL principle for
predictive rule list selection. Moreover, it also shows that MDL successfully protects
against overfitting: using normalized gain leads to models that not only compress the
training data better but also provides accurate predictions on the test data.
The second observation is that normalized gain performs better overall than absolute
gain: AUC is higher in 15 out of 17 cases and relative compression is lower or equal
in 11 out of 17 times. This confirms that normalized gain is, as we hypothesized, the
best choice. We will therefore use normalized gain for the remaining experiments.
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4.3.2 Candidate set influence

In this set of experiments, we study the influence of the candidate set on CLASSY,
which technically is its only “hyperparameter”, as it is the only part that can influ-
ence its output given the same dataset. In order to vary the candidate set objectively,
the minimum support threshold ranges over nmin. = {0.1%, 0.5%, 1%, 2%, 5%, 10%,

15%, 20%, 25%} and the maximum pattern length was fixed at dmax = 4, allowing the
generation of large candidate sets.
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The results can be seen in the set of Figures 4.3, which show the influence of the can-
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(c) compression in training set
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(d) AUC in test set

didate set on CLASSY through: the size of candidates mined in Figure 4.3a; runtime
in Figure 4.3b; compression on the training set in Figure 4.3c; AUC in the test set in
Figure 4.3d; and the number of rules in a rule list in Figure 4.3e.

Minimum support. Figure 4.3a shows the growth of the candidate set size with the
minimum support threshold used, and that, as expected, its growth is exponential
with the change in minimum support. Figure 4.3b shows that in general, the runtime
increases at a rate similar to the increase in candidate size of Figure 4.3a. This follows
our analysis of time complexity in Section 4.2.5, which tells us that the time complex-
ity of CLASSY grows proportionally to the dataset size times the candidate set size,
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(e) number of rules

Figure 4.3: Influence of the minimum support threshold on {candidate set size;
runtime (in minutes); relative compression on the training set; AUC in the test set;
number of rules} for a maximum rule length of 4 and a minimum support threshold
per class of nmin. = {0.1%, 0.5%, 1%, 2%, 5%, 10%, 15%, 20%, 25%}. The values were
averaged over 10 times repeated 10-fold crossvalidation and each dataset is connec-
ted by a line to aid visualization. The vertical dashed line represents the selected
minimum support of 5% used in the experiments section for predictive rule lists (Sec-
tion 4.3).

thus, given a fixed dataset size it becomes proportional only to the candidate set size.
Compression and classification. Figures 4.3c and 4.3d show how CLASSY performs
in classification in terms of compression in the training set and AUC in the test set,
respectively. The values for both plots remain constant for most cases, and when a
value deteriorates in terms of compression (increase in compression ratio) for smaller
candidate sets, it also deteriorates accordingly in terms of AUC (decrease in AUC) in
the test set.
We make two important observations: 1) the minimum in compression is achieved at
the minimum support used for 13 out of 17 datasets, and in the cases where it does
not happen the difference in relative compression is below 1%, which tells us that
CLASSY can find a good description of the data using large candidate sets, without too
greedily using rules that only cover few instances; 2) the minimum in compression
and maximum in AUC are achieved for the same support value for 12 out 17 cases,
and in the other cases, the difference is usually smaller than 2% in both measures,
revealing the robustness of our MDL formulation at obtaining models that generalize
well. The main exception is ionosphere, where the best AUC is found at the minimum
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support threshold of 10%, while the lowest threshold finds a predictive rule list with
3% lower AUC, without almost any change in compression. This can be explained by
the relatively small number of examples of ionosphere (351 instances) combined with
its peculiar structure.

Number of rules. Figure 4.3e shows the number of rules selected based on the can-
didate set. As expected, the number of rules selected only decreases or remains con-
stant with the candidate set, except for mushroom. Upon closer inspection, we observe
that this is due to the disappearance of a rule with good performance but low cover-
age from the candidate set, which has to be replaced by a combination of other rules.
The cases where many more rules are selected for lower minimum support thresholds,
such as chessbig and adult, have lower compression and higher AUC values for these
large number of rules, which makes these selections sustainable.

4.3.3 Classification performance

We now compare the classification performance of CLASSY to Scalable Bayesian Rule
Lists (SBRL) [125], JRip4, FURIA4, CART5, C5.06, and Support Vector Machines7

(SVM). These methods are state-of-the-art classifiers, and SBRL, CART, C5.0, JRip,
and FURIA—a fuzzy unordered rule induction algorithm—are clearly related to our
approach. C5.0 is a newer version of C4.5, and JRip is a Java-implementation of RIP-
PER.

Hyperparameters tuning. CLASSY has no hyperparameters apart from the candidate
set, which was generated using FP-growth with nmin = 5% and dmax = 4 for each
dataset (as described at the beginning of Section 4.3). We tuned CART by selecting
the best performing model on the training set from the models generated with the
following complexity parameters: {0.001; 0.003; 0.01; 0.03; 0.1}. The same was done
for C5.0, with confidence factors: {0.05; 0.15; 0.25; 0.35; 0.45}. The SVM, with the ra-
dial kernel, was tuned using 3-fold cross-validation and a grid search on γ = {2−6:0}
and c = {2−4:4} within the training set. JRip and FURIA were tuned by setting their
hyperparameters to 3 folds, a minimum weight of 2, and 2 optimization runs.
SBRL was trained using the guidelines provided by the authors [125]: the number of
chains was set to 25; iterations to 5000; η, representing the average size of patterns
in a rule, to 1; and λ, representing the average number of rules, to 5. The algorithm
was first run on the training set and then re-run with λ changed to the number of

4 https://cran.r-project.org/package=RWeka
5https://cran.r-project.org/package=rpart
6https://cran.r-project.org/package=C50
7https://cran.r-project.org/package=e1071

https://cran.r-project.org/package=RWeka
https://cran.r-project.org/package=rpart
https://cran.r-project.org/package=C50
https://cran.r-project.org/package=e1071
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predictive rules obtained. In an attempt to follow their guidelines to use around 300

candidate rules, minimum and maximum itemset length were set to 1 and 2 (or 3

if possible) respectively, while the minimum threshold for the negative and posit-
ive classes was set to one of {5%, 10%, 15%}. Note that we initially attempted a fair
comparison by using the same candidates for SBRL as for CLASSY, but due to the lim-
itations on the number of rules that SBRL could practically handle this, unfortunately,
turned out to be infeasible.

Analyse of results. The results are presented in Table 4.2. The SVM models achieve
the best ranking overall, but they do not belong to the class of interpretable models.
CLASSY performs on par with most tree- and rule-based models in terms of accuracy
and balanced accuracy, worst than FURIA for these two measures, and better than
these in terms of AUCs for multiclass datasets. The better performance of FURIA can
be explained by the fact that it uses fuzzy rule sets rather than probabilistic rule lists;
this allows for multiple rules to be activated and aggregated for a single classifica-
tion, which improves predictive performance but makes interpretability less straight-
forward. This also means that the number of rules and conditions cannot be directly
compared: a FURIA rule set consisting of 5 rules translates to up to 32 unique rules in
the rule list setting. Further, FURIA does not provide probabilistic predictions, unlike
our approach.
Comparing to other predictive rule list models, such as SBRL and JRip, CLASSY per-
forms better for most of the measures used. When viewed against the tree-based
models, we can see that our method performs on par with CART for most measures
and slightly worse than C5.0, except for AUC in the multiclass scenario. Also, as we
will show later, C5.0 tends to obtain equivalent rule lists that are much bigger than
the ones produced by CLASSY, which makes them perform better in general (but not
always).

4.3.4 Interpretability

The results are shown in Table 4.3, where we use AUC, the number of rules, and the
number of conditions to compare the trade-off between AUC and model complexity of
the tree- and rule-based models. Note that we choose AUC for predictive performance
as it agrees with our goal of using the probabilities output of CLASSY to explain the
decisions made. Also, note that we intentionally removed FURIA from the rankings of
the number of rules and conditions as its models are rule sets—not rule lists.
For binary datasets, CLASSY is in a middle-ranking, better than SBRL and JRip, and
worst than CART, C5.0, and FURIA. On the other hand, in multiclass datasets, it
achieves a much lower (=better) ranking than all the other algorithms.
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CLASSY tends to find more compact models, with a similar number of rules and fewer
logical conditions in total, than C5.0, CART, and JRip, that are as accurate or better
than these. This can be seen by its average rank of 2 and 1.9 for rules and 1.7 and 1.5

for the total number of conditions, for binary and multiclass datasets respectively. It
also can be seen that for most datasets it obtained the lowest number of conditions of
all tree- and rule-based classifiers. Although SBRL also finds very compact rule lists,
with a small number of rules and conditions, the low variance between the reported
values for the different datasets suggests that this strongly depends on the hyper-
parameter settings, which penalize too strongly the number of rules not around the
user-defined expected average number of rules. Indeed, the compact rule lists exhibit
subpar classification performance for some datasets (i.e., hepatitis and tictactoe). This
suggests that without additional (computation-intensive) tuning of these hyperpara-
meters, the recommended procedure for SBRL may lead to underfitting. As expected,
C5.0, with its tendency to maximize the classification performance as much as pos-
sible, tends to create overgrown models, such as the almost 3000 rules for chessbig,
that do not necessarily generalize well, such is the case in adult, where it obtained
the same number of rules as CLASSY but with a 2% lower AUC, and for pendigits were
it obtained a number of rules around 4 times higher than CLASSY and CART for the
same performance.

4.3.5 Statistical significance testing

To analyze whether the results of Tables 4.2 and 4.3 are statistically different [25], we
use two non-parametric multiple hypothesis tests, namely Friedman’s test [37] and
Iman and Davenport’s test [57], on the rankings of the algorithms.
The results can be seen in the left side of Table 4.4, which divides the datasets into
two groups, for binary and multiclass datasets respectively. The results show that
there are significant differences for most measures (significance level 0.05). The only
exceptions are balanced accuracy in the binary case, AUC of rule-based models in the
binary case, and the number of rules for the multi-class case.

For those cases where the null hypothesis—stating that the algorithms perform on
par—is rejected we proceed with a post-hoc Holm’s test [54] for pairwise comparisons
with CLASSY as control algorithm.
The results of these pairwise comparisons can be seen in the right side of Table 4.4.
For most of these tests the null hypothesis—stating that CLASSY and its competitor
perform on par—can not be rejected. This can be mostly explained by the relatively
small number of datasets; the power of the tests is not very high. We therefore can-
not draw strong conclusions from these results, but this is not necessarily a negative
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outcome: we aimed at showing that CLASSY performs as well as other rule- and tree-
based algorithms while obtaining simpler models. The results show that CLASSY does
use significantly fewer conditions than C5.0 for both multiclass and binary datasets,
and then CART for the binary case. Also, as expected the SVM obtained always better
results than CLASSY except for multiclass AUC. FURIA was better in terms of accuracy
but worse in terms of AUC.

4.3.6 Overfitting

To study overfitting, we compared the averages of the absolute difference between
the AUC values in the training and test set over 10 times repeated 10-folds for each al-
gorithm. The results can be seen in Table 4.5. In general, CLASSY together with SVM,
seem to be the most consistent algorithms in obtaining the lowest values. The usual
performance of CLASSY is 5% or lower, 12 out of 17 times, except in the case of hep-
atitis where it got 13%, which was the best value after SVM. SBRL is very consistent,
clearly achieving the lowest values for binary datasets, however, this can be explained
by its more conservative choice of rules and thus lower AUC on the test set as shown
in Table 4.2. Comparing with all rule- and tree-based models, CLASSY obtained the
lowest ranking for multiclass datasets, being, from these ones, the algorithm that less
overfits overall.

4.3.7 Runtime

All runtimes are averages over ten times repetitions of ten folds, run on a 64-bit
Windows Server 2012R2, with Intel Xeon E5-2630v3 CPU at 2.4GHz and 512GB
RAM. Runtimes include parameter tuning where applicable and candidate mining
for CLASSY and SBRL.
The results are depicted in Figure 4.4. CART, C5.0, JRip, and FURIA are the fastest,
with most runtimes under 1 minute with CLASSY being at a maximum one order
of magnitude slower. Comparing to SBRL, CLASSY is 10 times faster, even though it
considers around 100 times more candidates than this and performs better in terms
of AUC. The worst runtimes were obtained for SVM, due to its costly grid search.
It should be noticed that reducing the candidate set size of CLASSY would have an
exponential reduction in its runtimes without much deterioration of its classification
performance, as can be seen in Figures 4.3b and 4.3d.

4.3.8 Discussion

From the classification and interpretability results of Table 4.2 and 4.3, it can be seen
that CLASSY can provide a good trade-off between classification performance and rule



80 4.3. Empirical evaluation

Table
4.4:

Statistical
significance

testing
of

differences
betw

een
the

algorithm
s.

R
esults

for
Friedm

an
(χ

2
statistic),

and
Im

an
and

D
av-

enport
(F

statistic)
tests

for
all

the
m

easures
presented

in
Table

4.2
and

4.3
for

binary
and

m
ulticlass

datasets
w

ith
a

significance
level

of
0
.0

5.
In

case
the

null
hypothesis

for
the

differences
is

rejected,
the

post-hoc
H

olm
’s

procedure
is

used
for

pairw
ise

com
parisons

w
ith

C
LA

S
S

Y
as

control.
A
U
C
a
ll

is
the

A
U

C
com

parison
w

ith
allalgorithm

s
(SV

M
included)

of
Table

4.2
and

A
U
C
r
u
le
s

is
the

A
U

C
com

parison
ofalltree-and

rule-based
algorithm

s
(SV

M
excluded)

ofTable
4.3.

p
represents

the
p-value

obtained
for

each
specific

test,R
the

rejection
ofH

0 —
nullhypothesis.N

ote
that

not
allalgorithm

s
can

be
tested

for
allm

easures,thus
k

show
s

the
num

ber
ofalgorithm

s
tested

for
each

m
easure.

D
ifference

tests
H

olm
’s

post-hoc
procedure

(C
LA

S
S

Y
as

control)

Friedm
an

Im
an

and
D

avenport
SB

R
L

JR
ip

C
A

R
T

C
5.0

FU
R

IA
SV

M

M
easures

C
lasses

k
χ
2

p
H

0
F

p
H

0
p
H

0
p
H

0
p
H

0
p
H

0
p
H

0
p
H

0

A
cc

binary
7

1
3
.3

6
0
.0

3
8

R
2
.6

3
0
.0

2
8

R
0
.8

2
7

—
0
.7

0
3

—
0
.5

8
5

—
0
.7

4
3

—
0
.3

0
0

—
0
.0

1
4

R

m
ulti

6
1
7
.3

4
0
.0

0
4

R
5
.3

6
<

0
.0

0
1

R
0
.5

0
4

—
0
.3

8
5

—
0
.1

4
2

—
0
.0

0
9

R
0
.0

0
2

R

bA
cc

binary
7

8
.9

4
0
.1

7
7

—
1
.5

9
0
.1

7
1

—

m
ulti

6
1
5
.7

1
0
.0

0
8

R
4
.5

3
0
.0

0
3

R
0
.7

3
8

—
1
.0

0
0

—
1
.0

0
0

—
0
.3

5
0

—
0
.0

0
3

R

A
U
C

a
ll

binary
7

1
6
.0

0
0
.0

1
4

R
3
.3

7
0
.0

0
7

R
0
.8

2
7

—
0
.4

4
5

—
0
.3

0
0

—
0
.4

1
3

—
0
.4

1
3

—
0
.0

0
5

R

m
ulti

6
2
0
.0

0
0
.0

0
1

R
7
.0

0
<

0
.0

0
1

R
0
.0

0
8

R
0
.2

2
9

—
0
.4

2
3

—
0
.0

3
3

—
0
.2

2
9

—

A
U
C

r
u
le

s
binary

6
5
.7

0
0
.3

3
7

—
1
.1

6
0
.3

4
6

—

m
ulti

5
1
3
.1

0
0
.0

1
1

R
4
.8

5
0
.0

0
4

R
0
.0

0
2

R
0
.1

5
5

—
0
.4

2
9

—
0
.0

1
1

R

R
ules

binary
5

2
8
.1

8
<

0
.0

0
1

R
2
8
.8

2
<

0
.0

0
1

R
0
.0

5
3

—
0
.7

6
6

—
0
.1

3
6

—
0
.0

0
2

R

m
ulti

4
6
.6

4
0
.0

8
4

—
2
.6

8
0
.0

7
3

—

C
onditions

binary
5

2
9
.4

0
<

0
.0

0
1

R
3
5
.6

4
<

0
.0

0
1

R
1
.0

0
0

—
0
.2

0
5

—
0
.0

1
1

R
<

0
.0

0
1

R

m
ulti

4
1
6
.3

5
0
.0

0
1

R
1
4
.9

6
<

0
.0

0
1

R
0
.1

7
5

—
0
.3

3
3

—
<

0
.0

0
1

R



Chapter 4. Discovering predictive rule lists with CLASSY 81

Table 4.5: Overfitting average results (10 times repeated 10-fold cross-validation)
using the absolute difference between AUC performance in training and test sets as a
measure, per fold, for each algorithm and each dataset. Rank gives the average rank
of each algorithm for binary and multiclass datasets. Note that SBRL does not have
values for multiclass datasets.

|AUCtrain −AUCtest|

datasets CLASSY SBRL JRip CART C5.0 FURIA SVM

hepatitis 0.13 0.16 0.19 0.14 0.21 0.22 0.13

ionosphere 0.06 0.05 0.07 0.04 0.05 0.08 0.04

horsecolic 0.06 0.06 0.08 0.06 0.09 0.08 0.10

cylBands 0.07 0.06 0.09 0.11 0.18 0.13 0.12

breast 0.02 0.02 0.02 0.02 0.02 0.02 0.02

pima 0.06 0.05 0.05 0.06 0.07 0.05 0.05

tictactoe 0.01 0.03 0.01 0.02 0.02 0.00 0.00

mushroom 0.00 0.00 0.00 0.00 0.00 0.00 0.00

adult 0.01 0.00 0.01 0.00 0.01 0.01 0.03

rank 3.6 2.7 4.4 4.2 5.2 4.3 3.6

iris 0.02 0.02 0.02 0.02 0.04 0.01

wine 0.03 0.05 0.04 0.04 0.03 0.00

waveform 0.02 0.02 0.02 0.03 0.02 0.02

heart 0.05 0.04 0.07 0.15 0.04 0.06

pageblocs 0.00 0.00 0.00 0.00 0.00 0.00

led7 0.01 0.01 0.01 0.01 0.01 0.01

pendigits 0.00 0.01 0.00 0.00 0.01 0.00

chessbig 0.00 0.02 0.00 0.02 0.00 0.00

rank 2.4 4.8 4.4 4.1 3.6 1.8

list size. Particularly, in the case of multiclass datasets, such as chessbig, where clas-
sical algorithms like JRip find a model with double the number of rules, or in the case
of mushroom, where CART and C5.0 find more complex models with the same per-
formance. It is interesting to notice that CLASSY performs better in terms of AUC than
accuracy. This shows that when it makes a wrong prediction it does so with a small
probability, which is reassuring. Moreover, CLASSY has only one hyperparameter—its
candidate set—which its tuning is hardly needed as the algorithm has no problem in
dealing with large numbers of candidates. This is quite different from the extensive
tuning done for the other methods. It is important to observe that all methods except
for CLASSY were tuned.
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Figure 4.4: Average runtime per fold in minutes for each algorithm and each dataset.
The datasets are ordered first by the number classes and then by number of samples
(ascending). The vertical dashed line separates binary (to the left) from multiclass
datasets. Note that SBRL does not have a runtime for multiclass datasets.

Candidate set influence. In the set of Figures 4.3, it is shown that larger candidate
sets do not result in worse models, as our formalization in terms of the MDL principle
is well-suited to avoid overfitting without the need for cross-validation and/or para-
meter tuning. In other words, CLASSY is insensitive to its only hyperparameter—its
candidate set—making it virtually parameter-free. This is a big advantage, as one can
simply run CLASSY on all training data with as many candidates as possible, without
worrying about any parameters. It also means that all training data can be used for
training, which is important in the case of small data: no data needs to be reserved
for validation.

Compression and classification. From Figure 4.2 we can observe that better com-
pression corresponds to better classification, which is a strong empirical validation
of our formalization. As expected, the normalized gain is the best heuristic to use in
combination with our greedy rule selection strategy, as it results in better classifiers
for 88% of the datasets.
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Runtime. From the runtimes of Figure 4.4, it can be seen that CLASSY runtimes are
slower by an order of magnitude than other (fast) algorithms, such as C5.0, CART,
and JRip, and similar to SBRL. This is expected for the size of candidate sets used in
our experiments, as can be seen in Table F.1.

Classification and interpretability. In terms of classification and interpretability,
comparing the average ranking with other rule- and tree-based methods in Table 4.3,
it is shown that CLASSY performs equally well while also able to find rule lists with
fewer conditions, without any parameter tuning. CART creates models with fewer rules
that have more conditions per rule, while C5.0 has a high AUC at the expense of
over-complex rules. FURIA has a better performance in terms of both standard and
balanced accuracy, and worst in terms of AUC, which is expected as it is not a prob-
abilistic classifier. Also, it is hard to compare its interpretability as all its rules can
interact with each other, generating a much larger equivalent rule list than CLASSY.
SBRL on the other hand seems to be able to find simple models that underperform in
terms of AUC compared with CLASSY, which can be either a result of its formalization
or because it cannot use larger candidate sets.
The experiments also revealed that the Poisson distribution used as prior in SBRL, for
the number of conditions per rule and the number of rules, creates tight constraints
from which the results hardly deviate. Our results suggest that if the ‘optimal’ val-
ues for these hyperparameters are not known in advance, the best model may not be
found. An indicative example of this is the tictactoe dataset in Table 4.2, a determ-
inistic dataset for which SBRL can only find the right amount of rules and logical
conditions per rule when given these exact values in advance. The results obtained
with CLASSY demonstrate that using the universal prior for integers alleviates this
strong dependence on hyperparameter tuning.

Overfitting. In terms of overfitting, Table 4.5 shows that CLASSY tends to select mod-
els that generalize well and that are not overconfident in the training set. It obtains
low differences between training and test compared with the other rule- and tree-
based models.

4.4 Conclusions

We proposed CLASSY, a heuristic algorithm that finds good probabilistic rule lists
for multiclass classification by greedily approximating our MDL-based formulation of
the problem. CLASSY naturally trades off model complexity with predictive accuracy,
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effectively avoiding overfitting with very few hyperparameters.
We empirically demonstrated, on a variety of datasets, that CLASSY finds predictive
rule lists that perform on par with state-of-the-art interpretable classifiers for pre-
dictive accuracy, even though some form of hyperparameter tuning is done for all
methods except for CLASSY. Moreover, the models found by our approach are more
compact than those obtained by the other methods, which we expect to make them
more understandable in practice. Finally, we show that compression strongly correl-
ates with predictive accuracy, which can be regarded as an empirical validation of the
MDL-based selection criterion.

Limitations. The CLASSY algorithm is restricted to discretized input variables and
multiclass problems. Most machine learning problems in tabular data involve a mix of
binary, nominal and numeric input variables. Nonetheless, the formulation for those
problems is available in Chapter 3, and one could directly use the RSD algorithm of
Chapter 5 for multiclass problems. However, extending it to regression would require
adaptations of the greedy gain used, as the problem is not as well defined as classific-
ation. In terms of statistical properties, and contrary to RSD, each rule added to the
list per iteration does not minimize a specific statistical test, except decreasing the
overall MDL score.



5
Discovering subgroup lists with RSD

In this chapter1, we propose the Robust Subgroup Discoverer (RSD) algorithm based
on the MDL formulation of subgroup lists proposed in Chapter 3. This algorithm uses
a greedy heuristic to finding good subgroups and can be applied to supervised tab-
ular datasets with univariate and multivariate, nominal and numeric targets. To val-
idate it, we conduct an empirical comparison on 54 datasets against state-of-the-art-
algorithms. This is complemented with two case studies of subgroup lists: 1) to de-
scribe the characteristics of hotel customers based on the time in advance they make
reservations; and 2) to describe how the social-economic background of Colombia
Engineering students is associated with their performance in university national ex-
ams.

Recapitulation of subgroup lists and their MDL formulation. In previous chapters
we defined what a subgroup list and its definition of optimality according to the
MDL principle are. We will now restate those definitions here. First, let us recall from
Chapter 2.4 the subgroup lists model in Figure 5.1.
The best subgroup list SL according to the MDL principle is the one that given the
dataset D minimizes the two-part code defined in Chapter 3.1:

SL∗ = arg min
SL∈SL

L(D,SL) = arg min
SL∈SL

[
L(Y | X, SL) + L(SL)

]
,

where L(SL) is the length of encoding the subgroup list model SL, and L(Y | X, SL)

is the length of encoding the target variables data given the subgroup list SL and the
explanatory variables X. The model encoding is the same for predictive rule lists and

1Parts of this chapter are based on Proença et al. [99, 100]
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s1: IF a1 v x THEN y1 ∼ Dist(Θ̂1
1) · · · yt ∼ Dist(Θ̂1

t )
...

sω: ELSE IF aω v x THEN y1 ∼ Dist(Θ̂ω
1 ) · · · yt ∼ Dist(Θ̂ω

t )

default: ELSE y1 ∼ Dist(Θ̂d
1) · · · yt ∼ Dist(Θ̂d

t )

Figure 5.1: Generic subgroup list model SL with ω subgroups S = {s1, ..., sω} and
t (number of target variables) distributions per subgroup. Note that the parameters
of the default rule of a subgroup list Θ̂d = {Θ̂d

1, · · · , Θ̂d
t } are fixed to the marginal

distribution of the dataset, i.e., the overall category prior for categorical variables and
the dataset mean and standard deviation for numeric targets.

subgroup lists, as they only differ on how the default rule encodes the data and was
defined in Chapter 3.2 as

L(SL) = LN(|S|) +
∑
ai∈S

LN(|ai|) + log

(
m

|ai|

)
+
∑
v∈ai

L(v)

 ,
where S is the list subgroups in SL, i.e., the model excluding the default rule. Then,
depending on the type of target data the data encoding can vary. In the case of nom-
inal target variables, we use categorical distribution and the Normalized Maximum
Likelihood encoding defined in Chapter 3.4:

L(Y | X, SL) =

t∑
j=1

L(Y dj | Θd) +
∑
si∈S

LNML(Y ij )

 .

In the case of numeric target variables, we use categorical distribution and the Nor-
malized Maximum Likelihood encoding defined in Chapter 3.5:

L(Y | X, SL) =

t∑
j=1

L(Y dj | Θd) +
∑
si∈S

LBayes2.0(Y ij )

 .

Structure of the chapter. This chapter is divided as follows. First, in Section 5.1
the most relevant related work is covered, together with the main differences to our
approach. After that, in Section 5.2 RSD, a heuristic algorithm to mine subgroup
lists is defined, as well as its statistical guarantees and time complexity. Then, in
Section 5.3 we show the empirical results of our proposed method when compared
against the state-of-the-art algorithms for univariate and multivariate nominal and
numeric targets over 54 datasets. After that, in Section 5.4 we show a simple case
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study of RSD applied to hotel bookings. Then, in Section 5.5 we apply RSD to discover
flight delays in an airline dataset. After that, in Section 5.6 we apply robust subgroup
discovery to find how descriptions of the socioeconomic background affect the grades
of engineering students in Colombia. Finally, in Section 5.7 the main conclusions are
presented.

5.1 Related work

In this section we cover work related to our proposed MDL subgroup lists, in three cat-
egories: subgroup discovery; pattern mining; MDL for pattern mining; and algorithmic
implementations. The relevance of each topic is as follows: subgroup discovery directly
relates to the task at hand; pattern mining and association rule mining are general-
izations of subgroup discovery; MDL for pattern mining shares the same theory for
formalizing the problem; and lastly we go over most of the same works but from an
algorithm implementation perspective to justify our algorithmic choices. Note that
predictive rule lists are also related as they share the same model structure as sub-
group lists and for more details on that we refer the interested reader to Chapter 4.

5.1.1 Subgroup discovery

In its traditional form, subgroup discovery, also referred to as top-k subgroup mining
[8], entails the mining of the k top-ranking subgroups according to a quality measure
and a number k selected by the user. As mentioned in the introduction, this formu-
lation suffers from three main issues that make it impractical for most applications:
1) poor efficiency of exhaustive search for more relevant quality measures [12]; 2) re-
dundancy of subgroup sets mined, i.e., the fact that subsets with the highest deviation
according to a certain quality measure tend to cover the same region of the dataset
with slight variations in their description of the subset [75]; 3) lack of statistical guar-
antees and generalization of mined subgroups [77]. We will now go over the recent
contributions for these three issues, with special emphasis for the last two, redund-
ancy and statistical guarantees, which our work proposes to solve.

Efficient exhaustive search. In the last years, several developments have been made
towards more efficient algorithms for mining the top-k subgroups. Lemmerich et al.
[80] proposed an efficient exhaustive search algorithm for numerical targets, Belfodil
et al. [9] proposed to mine over numeric attributes with guarantees, and Boley et al.
[12] proposed an algorithm that exhaustively mines subgroups that take into account
the dispersion (deviation) of the subgroups target distribution. Subgroup discovery
extension from deviations of distributions of target variables to deviations between
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models is also called Exceptional model mining [79, 32], and can be applied to mod-
els such as Bayesian Networks [31] or non-parametric spatio-temporal patterns [28].
Comparing to our approach these works do not take into account the redundancy
of the subgroups found, and thus, the subgroups found tend to overlap in the same
region of the dataset.

Redundancy of subgroup sets. To address redundancy among subgroups most previ-
ously proposed approaches encompass supervised pattern set mining [16], and meth-
ods based on relevance [46] and diversity [74, 75]. Unlike diversity-based methods,
the supervised pattern set mining objective is to find a fixed number of patterns, which
has to be chosen in advance, while relevance is limited to non-numeric targets. It is
this last group, the diversity-based methods that share most similarities to our work,
i.e., the area of Subgroup Set Discovery.

The main approaches in Subgroup Set Discovery are CN2-SD [71], Diverse Subgroup
Set Discovery (DSSD) [75], Skylines of subgroup sets [76], Monte Carlo Tree Search
for Data Mining (MCTS4DM) [14], Subjectively Interesting Subgroup Mining (SISD)
[83], and FSSD [10]. The differences between Subgroup Set Discovery methods are
summarized in Table 5.1, with RSD representing our approach and where all methods
are compared in terms of: if they use a list or a set; the target variables they support; if
they have statistical guarantees; if they have automatic stopping criteria (not defined
by the user); and if they have a global definition of a subgroup set or list.

Considering the methods in more detail, CN2-SD [71] was one of the first methods to
deal with redundancy and is a direct adaptation of CN2, a classical rule learner, and
can be applied to nominal target variables. It uses a sequential approach, wherein
each iteration adds one subgroup to the set, and then removes the data covered by
that subgroup until no more data can be covered in this way. DSSD [75] developed a
technique based on a novel measure of overlap between subgroups, to iteratively find
a set of subgroups. It can be applied to single-and-multi-target nominal and numeric
variables, with different types of quality measures. Skylines of subgroup sets [76]
proposed to directly account for quality-diversity trade-off, to find the Pareto optimal
subgroup sets of size k. MCTS4DM [14] uses Monte Carlo tree search to improve
the quality of the subgroups found, although it can only be applied to binary target
variables, and attributes of the same type (all numeric or all nominal). Subjectively
interesting Subgroup Discovery [83] finds the subjectively most interesting subgroup
for numeric target variables with regard to the prior knowledge of the user, based
on an information-theoretic framework for formalizing subjective interestingness. By
successively updating the prior knowledge based on the found subgroups, it iteratively
mines a diverse set of subgroups that are also dispersion-aware. FSSD [10] is a more
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recent approach that considers the ‘union’ of all subgroups as a single pattern by
forming a disjunction of subgroups and evaluating its quality and can only be applied
to binary target variables. This approach is similar to a sequential approach for mining
subgroups although the individual contributions of each subgroup are dissolved in the
‘new’ subgroup formed by the disjunction of all subgroups.

Table 5.1: Comparison of Subgroup Set Discovery methods in terms of their key prop-
erties. From left to right: model class (list or set); types of supported target variables:
binary, nominal, numeric and multi-target; statistical guarantees of the subgroups
mined; automatic stopping criterion (not defined by the user); global formulation of a
subgroup set/list.

Target variables

Method Model binary nom. num. multi Statistical Stopping Global

RSD list 3 3 3 3 3 3 3

CN2-SD[71] list 3 3 - - - - -
DSSD[75] set 3 3 3 3 - - -
Skylines[76] set 3 3 - - - - 3

MCTS4DM[14] set 3 - - - - - -
SISD[83] set - - 3 3 3 - -
FSSD[10] list 3 - - - - 3 3

Statistical guarantees. In terms of statistical guarantees to subgroup discovery, most
approaches consider first mining the top-k subgroups and then post-processing them
in terms of a test to find subgroups that are statistically significant [30, 77]. Duivesteijn
and Knobbe [30] proposed to use random permutations of the target variable for a
quality measure to evaluate how the discovered subgroups compare against the null
hypothesis generated by those permutations. Later, van Leeuwen and Ukkonen [77]
discussed the concept of significance for subgroup discovery and concluded that p-
values should be used with caution as not all false discoveries can be removed in this
way, as there will always be random subsets with large effect sizes. An exception to
this is the work of Lijffijt et al. [83] (already mentioned in the last section), which
uses the maximum entropy principle to iteratively find subgroups that are subjectively
interesting against a user’s prior knowledge. Our approach strongly deviates from the
first two, as our method tests for statistical guarantees during the mining process, it
is parametric, as we use categorical and normal distributions to model the targets,
and also, through the use of MDL-based model encoding, we take into account the
concept of a list of subgroups and penalize for all the possible subgroup lists that
could be discovered in the dataset. Regarding the last approach, even though they
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also mine subgroups iteratively, they lack a definition of an optimal subgroup set, and
their goal is to model the user’s subjective knowledge and find regions in the data
that the user does not know much about.

5.1.2 Pattern mining

Pattern mining and association rule mining [2] are concerned with mining items that
co-occur together, i.e., itemsets or patterns, and relationships between itemsets and a
target item, e.g., a class, respectively. A key problem is that they suffer from the infam-
ous pattern explosion, i.e., they tend to return enormous amounts of patterns/rules.
To solve this problem, many approaches were proposed, but two stand out concerning
our work, namely, association rule classifiers and statistical rule mining.

Association rule classifiers. A simple way to reduce the number of rules returned is
by aggregating association rules in a set used for classification and using a perform-
ance measure to choose the best set. It is relevant to notice that classifiers based on
association rule mining have a similar structure to predictive rule lists and subgroup
lists, as they tend to order the rules sequentially. The best-known techniques are CBA
[85] and CMAR [82], but they tend to obtain large numbers of rules. Similar to pre-
dictive rule lists, these methods aim to maximize the classification performance, and
not to describe the deviations in the data. Another important difference is that these
methods tend to return crisp decisions instead of probabilities and can in general only
be applied to nominal targets.
A similar class of methods is that of supervised pattern set mining [128]. The key dif-
ference is that these methods do not automatically trade-off model complexity and
classification accuracy, requiring the analyst to choose the number of patterns k in
advance.

Statistical rule mining. The idea of mining rules with statistical guarantees is ap-
pealing as it increases the users’ trust in the patterns found while at the same time
reducing the number of rules returned by a miner [51]. The concept of statistical rule
mining progressed by incrementally adding more statistical guarantees. Webb [124]
proposed for the first time mining of statistically significant patterns, then Hämäläinen
[49] proposed KingFisher, an efficient algorithm to mine dependent rules, i.e., rules
that show a dependency with respect to a target in terms of a dependency test like
Fisher’s exact test. After that, Hämäläinen and Webb [50] added extra procedures to
remove spurious relations from the miner findings. Lastly, the criteria under which
causal rules can be mined was defined and an efficient algorithm to mine them was
proposed [19]. All these methods focus on mining all the possible individual statistic-
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ally significant (or causal) rules and not on finding a non-redundant set, as is the case
of Subgroup Set Discovery. In this chapter, we aim to accomplish both at the same
time, finding the best global subgroup list while assuring local statistically robust sub-
groups.

5.1.3 MDL in pattern mining

In the past, for models similar to our subgroup lists, the MDL principle has mostly
been embedded in small parts of predictive algorithms to solve the problem of over-
fitting. Prominent examples of this are C4.5 [103] and RIPPER [22], which use the
MDL principle to prune overfitting models, and help generalization.
In data mining, Krimp [120] was the first method to apply the MDL principle hol-
istically, i.e., for the whole model selection process, unlike previously mentioned ap-
proaches that only used it for a subset of the model selection process. This seminal
work used a version of crude MDL, i.e., a not completely optimal ‘two-part’ encod-
ing of the data, to find the pattern list that compressed a transaction dataset best,
to address the pattern explosion issue in pattern mining. Recent works have aimed
at improving the encoding through the use of refined MDL for encoding the data,
i.e., an encoding that enjoys optimal properties at least in expectation [48]. The first
of such approaches was DiffNorm [18], which used a prequential plug-in code to
improve the encoding of transaction data and recently MINT was proposed to mine
real-valued pattern sets with a similar encoding[86]. Although Krimp, DiffNorm, and
MINT are used to describe data, they aim at finding regularities—not deviations—and
do not consider a target variable. For an in-depth survey of MDL in pattern mining
please refer to the survey by Galbrun [40].
MDL has been used to find optimal sets of association rules for two-view data [73] and
tabular data [35]. The latter is the most related to our work, as it aims to find rule sets
that describe the data well. Similar to Krimp it aims at finding all associations in the
data though, not at identifying deviations as we do, and no specific target variable(s)
are defined.

5.1.4 Algorithmic comparison in the literature

Our proposed algorithm RSD (presented in Section 5.2) is based on a combination of
beam search for candidate generation and greedy search for iteratively adding sub-
groups to the subgroup list. Both techniques have been widely employed for similar
problems.
Greedy search has been often used for learning decision trees and predictive rule lists
[103, 22, 39, 96], as well as for pattern-based modeling using the MDL principle
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[120, 18, 73]. Beam search has been commonly used for candidate generation in sub-
group discovery [87], including for finding subgroup sets [71, 75]. We next provide
the motivation for our algorithmic choices, and describe key similarities and differ-
ences compared to algorithms in the most related literature: 1) predictive rule list
learning; 2) subgroup set discovery; and 3) evolutionary algorithms for rule learning.

Algorithms for finding predictive rule lists. The common way to finding a good
predictive rule list is through heuristic search [22, 39, 96], however recent works
have proposed to find optimal models for binary classification under specific condi-
tions [125, 5]. Belong to the former category, Proença and van Leeuwen [96] use a
Separate and Conquer (SaC) technique to greedily add rules, together with Frequent
Pattern Mining for candidate generation. In this chapter, the beam search for can-
didate generation does not require a discretized dataset, is faster, and without large
loss in the quality of the subgroups found due to discretization [88]. In the latter
category, of optimal predictive rule list discovery, the algorithms were only developed
for binary classification, and either require a simplification of the rules in the list to
decision rules—with true or false instead of probabilities as consequent—combined
with a simple objective function, such as accuracy, that allows for efficient branch and
bound [5], or it requires the dataset to be sparse and small, with large minimum sup-
ports for the rules (above 10%) and using convergence to an optimal algorithm such
as Monte Carlo sampling [125]. Neither of these approaches can deal with a variety
of target variables as our proposed approach can.

Algorithms for subgroup set discovery. Both beam search and greedy search are
commonplace in subgroup set discovery [71, 75], due to their efficiency and flexib-
ility in being applied to different types of targets. More recently, Monte Carlo Tree
Search (MCTS) was proposed for mining sets of subgroups [14], although it can only
be applied to binary targets and specific types of explanatory variables. In the classical
case of mining top-k subgroups without incorporating diversity, exhaustive search is
feasible [12], but again it is only efficient for specific types of quality measures or tar-
gets and does not scale well for finding the best set [75]. Together with the fact that
the loss in quality of using beam search is almost negligible [88], exact algorithms
are rarely used in MDL-based data mining, because it is infeasible [120, 18, 35, 96].

Evolutionary algorithms. Global heuristics, such as evolutionary algorithms, have
been applied to fuzzy rule-based model learning [34], and although they could also
be applied here, we found that the arguments in favor of a local search approach
were stronger: 1) local heuristics have often been successfully applied for pattern-
based modeling using the MDL principle, making it a natural approach to consider;
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2) local heuristics are typically faster than global heuristics, as much fewer candid-
ates need to be evaluated; 3) global heuristics typically require substantially more
(hyper)parameters that need to be tuned (e.g., population size, selection and muta-
tion operators, etc.), while local heuristics have very few.

5.2 The RSD Algorithm

In this section we propose the Robust Subgroup Discoverer (RSD), a heuristic algorithm
to find good subgroup lists based on the proposed MDL formulation. As the problem
of finding an optimal subgroup list is NP-hard [90] we propose a heuristic based
on the Separate-and-Conquer (SaC) [38] strategy of iteratively adding the local best
subgroup to the list, combined with beam search for candidate subgroup generation.
The use of greedy heuristic approaches is common practice in MDL-based pattern
mining [120, 96] and rule-based learning [39], and beam-search is widely adopted
for its efficient generation of subgroups in subgroup discovery [71, 87, 75].

This section is divided as follows. First, in Section 5.2.1 we give a high-level descrip-
tion of our proposed algorithm and motivate our choices. After that, in Section 5.2.2
the quality measure used to iteratively add rules—compression gain—is presented,
together with its relationship with subgroup discovery quality measures. Then, in
Section 5.2.3 the statistical testing interpretation of the compression gain is given.
After that, in Section 5.2.4 the beam search for candidate subgroup generation is
presented in detail. Then, in Section 5.2.5 the Separate-and-Conquer RSD algorithm
is presented. Finally, in Section 5.2.6 the time and space complexity of the overall
algorithm is given.

5.2.1 Algorithm high-level description

The algorithm we propose is a heuristic composed of two parts: we greedily add one
subgroup at a time to the subgroup list, for which candidates are generated using
beam search. More specifically, the greedy search algorithm starts from an empty list,
with just a default rule equal to the priors in the data, and adds subgroups accord-
ing to the well-known separate-and-conquer strategy [39]: 1) iteratively find and add
the subgroup that gives the largest improvement in compression; 2) remove the data
covered by that rule; and 3) repeat steps 1-2 until compression cannot be improved.
This implies that we always add subgroups at the end of the list, but before the default
rule. Beam search is used for candidate generation at each iteration to find the best
candidate to add. Given a beam width wb and maximum search depth dmax it consists
of: 1) find all items, i.e., all conditioned variables such as x1 < 5 or x2 = category,
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and add the best wb items according to compression gain (Eq. (5.2.2)) as subgroups
of size 1 to the beam; 2) refine all subgroups in the beam with all items and add
the best wb to a new empty beam; 3) repeat 2 and 3 until the maximum depth dmax
of the beam is reached and return the best subgroup—according to the compression
score—found in all iterations. The beam search algorithm is described in detail in
Section 5.2.4 and the greedy search algorithm RSD in Section 5.2.5.

The main reasons for using greedy search and adding one subgroup at a time are
its computational simplicity and transparency, as it adds at each iteration the locally
best and most statistically significant subgroup found by the beam search. Further,
in the context of subgroup discovery beam search was empirically shown to be very
competitive in terms of quality when compared to a complete search, while it demon-
strates a considerable speed-up [88]. Also, its straightforward implementation allows
flexibility to easily extend this framework to other types of targets in the future.

5.2.2 Compression gain

To quantify the quality of annexing a subgroup s at the end (after all the other sub-
groups and before the default rule) of subgroup list SL, denoted SL⊕ s, we employ
the compression gain:

s∗ = arg max
s∈∫

∆βL(D,SL⊕ s) = arg max
s∈∫

[
L(D,SL)− L(D,SL⊕ s)

(ns)β

]
, β ∈ [0, 1]

(5.1)
where β weighs the level of the normalization, and ∆βL(D,SL⊕s) should be greater
than zero for a decrease in the encoded length from L(D,SL) to L(D,SL⊕ s). Con-
sidering the extremes, with β = 1 we have the normalized gain first introduced for
the classification setting by Proença and van Leeuwen [96], and for β = 0 we have
the absolute gain which is just the regular gain used in the greedy search of previous
MDL-based pattern mining [120].
Developing Eq. (5.1) further shows that the compression gain only depends on the
added subgroup s, as in the specific case of a subgroup list the default rule is fixed
and it is the same for M and M ⊕ s:

∆βL(D,SL⊕ s) =
L(Y | X, SL)− L(Y | X, SL⊕ s)

(ns)β
+
L(SL)− L(SL⊕ s)

(ns)β

= ∆βL(Y | X, SL⊕ s) + ∆βL(SL⊕ s),

where ∆βL(Y | X, SL ⊕ s) and ∆βL(SL ⊕ s) are the data and model compression
gain, respectively.
Furthermore, if we note that maximizing the gain in Eq. (5.1) is equivalent to max-
imizing the subgroup discovery equivalent objective of Eq. (3.18) for nominal targets
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and Eq. (3.25) for numeric targets, this means that finding the subgroup that max-
imizes the compression gain is the same as finding the subgroup that maximizes the
subgroup discovery equivalent objective:

s∗ = arg max
s∈∫

∆βL(SL⊕ s)

= arg max
s∈∫

nsKL(Θ̂s; Θ̂d)

(ns)β
− COMP(ns,#param)

(ns)β
+ ∆βL(SL⊕ s)

where nsKL(Θ̂s; Θ̂d) has the general form of a subgroup discovery measure of Eq. (2.20),
COMP(ns,#param) is the complexity associated with each target probability distribu-
tion (normal or categorical), and ∆βL(M ⊕ s) the added model complexity of adding
s.

Interpretation of hyperparameter β. The hyperparameter β represents a tradeoff
between finding many subgroups that cover few instances or few subgroups that cover
many instances2. In the general form of a subgroup quality measure of Eq. (2.20), β
is just given by β = 1−α. We empirically show later that the normalized gain (β = 1)
usually achieves a better MDL score than other β values; this was already known
for other measures from rule learning theory [39]. Nonetheless, the main objective of
subgroup discovery is to locally describe regions in the data that strongly deviate from
a certain target. Thus, it is up to the user to specify what one is looking for in the data:
either a more granular and detailed perspective (β close to one) or a more general
and high-level one (β close to zero). Note that, for comparison to other algorithms
we will always use the normalized gain (β = 1) except when explicitly stated.

5.2.3 Statistical testing interpretation of compression gain

The gain of Eq. (5.2.2) shares the same expression of the weighted Kullback Leibler
divergence that was shown in Sections 3.4.3 and 3.5.3 to be equivalent to a Bayesian
one-sample proportions/multinominal test and t-test, respectively. Thus, it too guar-
antees individual “significance” for each subgroup according to these tests. We will
now look at this in more detail.
A Bayesian factor is an alternative to frequentist statistical testing and is given by the
likelihood of both hypotheses generating the data [61]:

logK = log
Pr(D |M1)

Pr(D |M2)
,

where M1 and M2 are two models that we are comparing. Values of logK above zero
tell us that there is more evidence in favour of model M1, while negative values tell us

2For details on the empirical analysis of different β values please refer to Appendix G.2
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the opposite [61]. If we look back at the expression of the greedy gain in Eq. (5.1) for
a general model M (instead of SL) and convert the encoding L(· · · ) to probabilities
Pr(· · · ) using the Shannon-Fano code: L(A) = − log Pr(A) [114]; we can see that it
takes the same form plus some extra terms:

∆βL(M ⊕ s) = log

(
Pr(Y | X,M ⊕ s)

Pr(Y | X,M)

Pr(M ⊕ s)
Pr(M)

)
1

(ns)β
=

log (K ·KM )

(ns)β
,

where KM = Pr(M ⊕ s)/Pr(M) represents the division of the model’s likelihood
(called a prior in Bayesian statistics). Thus, we obtain an expression with three terms:
the first,K, gives us an MDL equivalent to a Bayesian factor that weighs how likely the
data is given each model (M or M ⊕ s); the second, KM , gives the likelihood of each
model; and the third is a normalizing term to be able to compare the contribution of
different subgroups given how much data they cover.
The first conclusion that we can draw from this is that the subgroup that maximizes
the compression gain is the one that locally maximizes this statistical test, i.e., it is the
mode of this distribution. In the specific case of subgroup lists, the factor term K of
the compression gain corresponds to a proportion/multinomial or t-test depending on
the type of target variable. Second, the term KM can be seen as a multiple hypothesis
testing correction, as the way in which L(M) was developed puts more weight on
model structures that can generate more variants. Also, it should be noted that the
encoding of L(M) is more subjective than L(D |M), but it will be an upper bound on
the perfect encoding for M , and can be taken as a more ‘conservative’ test. Third, if
the compression gain is positive for a subgroup, it means that there is more evidence
in favor of adding that subgroup than not. Fourth, the normalizing term allows us to
adjust the weight that is given to the data covered by each subgroup.
In summary, we can say that the greedy gain based on the compression gain, a com-
mon heuristic for MDL in pattern mining, is maximizing the test statistic of a hypo-
thesis test and only adds that subgroup for which most evidence is available.

5.2.4 Beam search for subgroup generation

The beam search algorithm for subgroup generation is shown in Algorithm 5.1. It
starts by discretizing all variables depending on their subsets, i.e., nominal with the
operator equal to (=) and numeric by generating all subsets with ncut points. At each
iteration, the wb subgroups that maximize the selected gain (Eq. (5.1)) are chosen
and will be expanded with all discretized variables until the maximum depth dmax of
the description is achieved.

The algorithm accepts as inputs the datasetD = (X,Y), the number of cut points ncut
used for equal frequency binning of numeric variables, the beam width wb, the max-
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imum depth of search or number of variables in a subgroup description dmax, and the
indexes of the data covered by the subgroups present in the subgroup list, coverageS .
The algorithm is initialized by filling the beam and subgroup with an empty subgroup
of size zero (Ln 2 and Ln 3, respectively). The algorithm is composed of three nested
loops. In short, the first (outer) loop goes over each depth of subgroups generated,
the second loop goes over each candidate to extend for a fixed depth, and the third
(interior) loop goes over each item used to extend the candidates. Now we will go
into more detail over each loop.

In the first loop, the depth is increased by one (Ln 6), candidates is initialized with the
patterns of the beam from the previous iteration (Ln 7), and after that, all patterns
are removed from the beam (Ln 8). The second loop iterates over all candidates (Ln 9)
and expands each of them in the third loop with all the items generated from the ex-
planatory variables X (Ln 11). An item is a subgroup of size one that can be generated
by logical conditions on one variable Xj ∈ X. If variable Xj is nominal, each item is
a condition given by the equality operator (=) on each category, e.g., feathers = yes

from Figure 2.4. If the variable is numeric, equal frequency binning with open and
closed intervals is used to generate all possible items (further explained at the end
of this paragraph). Expanding a candidate cand to generate a subgroup new (Ln 15)
requires computing three properties: 1) its coverage of the data through a bitwise
AND (Ln 12); 2) its description (Ln 15); and 3) its statistics Θnew (Ln 15). Its score
is computed according to Eq. (5.1) (Ln 16). Then if the score is higher than the pat-
tern with a minimum score in the beam, the latter is replaced by the higher-scoring
one. Finally, if the score is higher than the score of subgroup, this is replaced. The
algorithm terminates when the maximum search depth of the subgroups is reached
and subgroup is returned, to be added to the subgroup list (Ln 21).

Numeric discretization. Suppose a numeric variable Xj , and a number of cut points
ncut. The items generated from this numeric variable are all valid subsets (they must
cover at least one instance) given by equal frequency discretization with open and
closed intervals for ncut cut points. Open intervals require one operator (≥ or ≤),
while closed intervals require two (≥ and ≤). As an example, in the case of a generic
variable Xj and ncut = 2, with cut point1 = 10 and cut point2 = 20 it generates four
items with one operator, i.e., items1op = { xj ≥ 10, xj ≤ 10,xj ≥ 20, xj ≤ 20}, and
one item with two operators, i.e., items2op = {10 ≤ xj ≤ 20}.
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Algorithm 5.1 Beam search for subgroup generation

Input: Dataset D, number of cut points ncut, beam width wb, depth max. dmax, and
data already covered by other subgroups in SL coverageS .

Output: subgroup
1: (X,Y)← D

2: beam← [∅]

3: subgroup← ∅
4: d← 1

5: while d ≤ dmax do
6: d← d+ 1

7: candidates← beam

8: beam← empty list(size = wb)

9: for (cand, coverage cand) ∈ candidates do
10: coverage cand← coverage pattern & coverageS
11: for (item, bitset item) ∈ items(X) do
12: coverage new ← coverage item & coverage cand

13: cand new ← cand⊕ item
14: Θnew ← statistics(Y, coverage new)

15: subgroup new ← (cand new,Θnew)

16: score← ∆βL(D,SL⊕ subgroup new)

17: if score > min score(beam) then
18: beam← replace(beam, subgroup new,min score)

19: if score > ∆βL(D,SL⊕ subgroup) then
20: subgroup← replace(subgroup, subgroup new)

21: return subgroup

5.2.5 The Robust Subgroup Discoverer algorithm

Algorithm 5.2 presents RSD3, for Robust Subgroup Discoverer, a greedy algorithm that
starts with an empty subgroup list and iteratively adds subgroups until no more com-
pression can be gained, where compression is measured in terms of compression gain
(Eq. 5.1) of adding a subgroup s.
The algorithm starts by taking as input a dataset D and the beam search parameters,
namely the number of cut points ncut, the width of the beam wb, and the maximum
depth of search dmax. It initializes the predictive rule list with the default rule, based
on the dataset empirical distribution (Ln 1). Then, while the beam search algorithm

3Our implementation uses the rulelist package (https://pypi.org/project/rulelist/) and can be
found on GitHub: https://github.com/HMProenca/RuleList

https://pypi.org/project/rulelist/
https://github.com/HMProenca/RuleList
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returns subgroups that improve compression (Ln 3), it keeps iterating over two steps:
1) finding the best subgroup from all candidates generated in the beam search (Ln 4);
and 2) adding that subgroup to the end of the model, i.e., after all the existing sub-
groups in the model (Ln 5). The beam search returns the best subgroup on the data
not covered by any subgroup already in model M . When no subgroup improves com-
pression (non-positive gain) the while loop stops and the subgroup list is returned.
Note that beam search is used at each iteration, instead of only once at the beginning,
as it can converge to local optima, and running the candidate search once would thus
bias our search to the top-k subgroups instead of the best at each iteration.

Algorithm 5.2 RSD algorithm

Input: Dataset D, number of cut points ncut, beam width wb, depth max. dmax and
normalization β

Output: Subgroup list S
1: M ← [Θd(Y )]

2: subgroup← BeamSearch(SL,D,wb, ncut, dmax)

3: while ∆βL(D,SL⊕ subgroup) > 0 do
4: subgroup← BeamSearch(SL,D,wb, ncut, dmax)

5: SL← SL⊕ subgroup
6: return S ∈ SL

5.2.6 Time and space complexity

In this section we analyze the time and space complexity of RSD as given in Al-
gorithm 5.2. The algorithm can be divided in three parts: 1) preprocessing of the
data; 2) the Separate and Conquer (SaC) algorithm; and 3) the beam search. Note
that depending on the type of target we have different complexities as each statistic
requires different computations.

1) Preprocessing phase. In the preprocessing phase all the coverage bitsets of the
items are generated, i.e., the indexes of the instances covered by each item generated
from numerical and nominal variables. The set of all items is ζ and its size is given by
|ζ|. Thus, we go over the data a maximum of |ζ| times, obtaining a time complexity
of O(|ζ|n), and the results are stored in a dictionary for O(1) access. Also, there are
some constants that are cached for a fixed amount the first time they are computed,
such as the universal code of integers LN(i), and Γ(i) for the numeric target case, and
C(i) in the categorical case.



100 5.2. The RSD Algorithm

2) SaC phase. For the SaC phase, it is clear that the algorithm runs the beam search
|S| times, and will thus multiply the time complexity of the beam search by |S|.

3) Beam search phase. For the last dmax−1 iterations of the loop, each of wb candid-
ates in the beam is refined with all |ζ| items, which gives a time complexity by itself
of O(dmaxwb|ζ|). Then, for each refinement, the algorithm computes its coverage,
statistics and score, where the last two depend on the number and type of target.
The coverage of the refinement is the logical conjunction of two bitsets, i.e., the bitset
of the candidate bcand and that of the item bitem. The computation of this new cover-
age has a time complexity of O(|bcand| + |bitem|), which in a worst-case equals a run
over the dataset O(n+n) = O(n). Thus the time complexity of the algorithm is given
by

O
(
|S|dmaxwb|ζ|stats

)
,

where stats is the time complexity associated with computing the statistics for one
candidate. Now, we will analyse the specific stats complexity depending on the type
of target.

Nominal target variables. The statistics for categorical distributions require the com-
putation of the usage for each class for each target of each subgroup rule and the new
default rule. Assuming a maximum number of classes k (for all target variables) and
t target variables, then the worst case for the coverage gives O(tnk) from which the
likelihood can be directly computed.
The nominal score requires the computation of the data and model encoding, from
which the data encoding dominates. The data encoding entails the computation of
the NML complexity and likelihood for each refinement. In general, the values of the
NML complexity are just computed once and then cached, thus in a worst-case where
one requires to compute n values for C(ni),∀ni=1,...,n. Using the approximation of
Mononen and Myllymäki [92] for its computation, with O(

√
10ni + k), gives a worst-

case complexity of O(tn(
√
n + k)). This does not depend on the parameters of the

beam, as the lookup of these values is O(1). The likelihood in general dominates over
this term as it is computed for each refinement.
Thus the total time complexity for nominal targets is given by:

O
(
|S|dmaxwb|ζ|tnk + tn(

√
n+ k)

)

Numeric target variables. The statistics for normal distributions require the compu-
tation of the mean and variance (or residual sum of squares) for the refined subgroup
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and for the default rule. The mean can be computed in O(n) and given this the vari-
ance can also be computed in O(n). Thus, for all the targets one obtains O(tn).
The numeric score requires the computation of the data and model encoding, from
which the data encoding dominates. The data encoding entails the computation of the
gamma function and the direct use of the statistics. Similar to the NML complexity,
we compute the values of the gamma function as needed and cache them afterward.
In general, the computation of the gamma function is dominated by the other terms
as we only compute it at most n times.
Thus the total time complexity for numeric targets is given by:

O
(
|S|dmaxwb|ζ|tn

)
.

Notice that this represents a worst case scenario and that in practice the direct use
of bitsets for the computation of the class usages in the nominal case makes it faster
than its numeric counterpart for the same dataset size.

Space Complexity. The main memory consumption resources of the algorithm are:
1) the storage of items ζ; 2) the beam; and 3) the cached constants. The item stor-
age requires at most the storage of |ζ| bitsets, with each bitset taking O(n), thus it
totals O(|ζ|n). The beam saves wb bitsets at a time, thus having a space complexity of
O(wbn). The cached values make up a total of n values being dominated by the items
or beam part. Thus, depending on which part dominates, the space complexity of the
algorithm is

O(wbn+ |ζ|n).

5.3 Empirical evaluation

In this section, we will empirically validate our proposed problem formulation and
the RSD4 algorithm. To do this, we will test how varying the hyperparameters of RSD
affects the subgroups found, and then we will compare RSD against state-of-the-art
algorithms in subgroup set discovery5.

This section is divided as follows. In Section 5.3.1 we evaluate the effect of changing
the different hyperparameters of RSD. Then, in Section 5.3.2 we present the setup
for validating our approach, based on algorithms compared against, and datasets and
measures used to evaluate them. After that, in Section 5.3.3, the results for univariate

4Our implementation uses the rulelist package (https://pypi.org/project/rulelist/) and can be
found on GitHub: https://github.com/HMProenca/RuleList

5For replication of the experiments in this chapter please refer to: https://github.com/HMProenca/
RobustSubgroupDiscovery.

https://pypi.org/project/rulelist/
https://github.com/HMProenca/RuleList
https://github.com/HMProenca/RobustSubgroupDiscovery
https://github.com/HMProenca/RobustSubgroupDiscovery
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and multivariate nominal targets are presented. Then, in Section 5.3.4 the results for
univariate and multivariate numeric targets are shown. Finally, in Section 5.3.5 the
runtimes of the algorithms are compared.

5.3.1 Influence of RSD hyperparameters

Here we study the effect of RSD hyperparameters on the discovered subgroup lists.
To not overfit our hyperparameters to the datasets and for this reason obtain a better
performance than other methods, the values of RSD hyperparameters for the remain-
ing experiments (after this section) are fixed at the standard values of the DSSD
implementation for the beam search, i.e., beam width wb = 100, number of cut points
ncut = 5, and maximum search depth dmax = 5, and to the compression gain nor-
malization term β = 1 (normalized gain). These values are assumed to be enough
to achieve convergence and to obtain good subgroup lists and are thus taken as the
standard values of RSD.
Now, to evaluate hyperparameter influence, we vary one hyperparameter value at a
time while others remain fixed at their standard values. The results of varying the
compression gain normalization hyperparameter β can be seen in Appendix G.2; the
results of varying the beam search hyperparameters wb, ncut, and dmax can be found
in Appendix G.3.

Normalization term β. The results are evaluated in terms of compression ratio, SWKL
(presented in Section 3.6), and the number of rules. For compression gain, the results
(as shown in Appendix G.2) are similar for a small number of samples but β = 1

and 0.5 obtain better results for larger datasets. In terms of SWKL, normalized gain
(β = 1) is better. On the other hand, in terms of the number of rules β = 1 can obtain
one order of magnitude more rules than the others, especially for larger datasets.

Beam search hyperparameters wb, dmax, and ncut. The results are evaluated in
terms of compression ratio and the average number of conditions per subgroup (for
dmax). In general, increasing any of the three values result in better models according
to relative compression. It is also interesting to note that for maximum depths above
5 it is rare to have an average number of conditions above 4, backing up our decision
for the standard value dmax = 5.

5.3.2 Setup of the subgroup quality performance comparisons

In this section we evaluate the quality of our proposed method by comparing it to
the state-of-the-art approaches in subgroup set discovery, which may vary depend-
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ing on the type of target variable(s). The comparison takes three dimensions: 1) the
algorithms used to compare against; 2) measures used to evaluate the quality of the
subgroups found by each algorithm; 3) the datasets in which the algorithms are eval-
uated. We now discuss the details of each dimension.

1) Algorithms. The algorithms we compared to and their relevant characteristic are
listed in Table 5.2. A short description of each is as follows:

1. top-k6 - standard subgroup discovery miner used as a benchmark.

2. seq-cover6 - sequential covering as implemented in the DSSD implementation.

3. CN2-SD7 - the classical sequential covering subgroup discovery algorithm, which
is only implemented for nominal targets, and only removes the examples of the
class of interest already covered (not all examples covered, as seq-cover does).

4. Diverse Subgroup Set Discovery (DSSD)6 - diverse beam search for diverse sets
of subgroups [75].

5. Monte Carlo Tree Search for Data Mining (MCTS4DM) - an approach to improve
on beam search to find better subgroups without getting stuck in local optima
[14].

6. FSSD - a sequential approach for subgroup set discovery that defines a set as a
disjunction of subgroups [10].

As can be seen in Table 5.2 most algorithms can only be applied to single-target binary
problems, and besides RSD only top-k, seq-cover and CN2-SD support the use of Sum
of Weighted Kullback-Leibler (SWKL) divergence to measure the quality of the found
subgroup set. Thus we only compare against seq-cover and CN2-SD, algorithms that
output a subgroup list and can be applied to many target types, and with top-k as a
reference of a non-diverse subgroup discovery algorithm. The algorithms that output
sets do not have a stopping criterion or global formulation, and underperform in
terms of SWKL, thus those comparisons are relegated to Appendix G.4. As an example,
DSSD can indeed be applied to all types of target variables, but the fact that it uses
weighted sequential covering makes it unsuitable to use the SWKL, making it unfairly
underperform and inappropriate for a fair comparison (as shown in the Appendix).
Also, note that we do not compare with machine learning algorithms that generate
predictive rules for classification or regression, such as RIPPER or CART, as the rules

6top-k, seq-cover, and DSSD are available in the implementation of the DSSD algorithm http://www.

patternsthatmatter.org/software.php#dssd/
7Available in the Orange data mining toolkit https://orangedatamining.com/

http://www.patternsthatmatter.org/software.php#dssd/
http://www.patternsthatmatter.org/software.php#dssd/
https://orangedatamining.com/
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Table 5.2: Algorithms included in the comparison and their functionalities. Quality represents
the quality measure used to evaluate one single subgroup, search is the type of search algorithm
supported, swkl shows if it supports SWKL to measure the quality of a subgroup set, output tells
if the subgroups discovered form a list or a set, and ‘3’ and ‘−’ represent if that type of target
variable(s) is supported. MCTS stands for Monte Carlo Tree Search. * Most algorithms only
support WKLµ for numeric targets (Eq. (2.24)), i.e., a Weighted Kullback-Leibler divergency
that only takes into account the mean, contrary to the one used by RSD that also uses the
variance (Eq. (2.25)). For the nominal target case there is only one WKL (the different WKL
measures are explained in Section 2.6.2).

nominal numeric

Algorithm quality search output swkl bin. nom. multi single multi

RSD WKL beam list 3 3 3 3 3 3

top-k WKL∗µ beam set 3 3 3 3 3 3

seq-cover WKL∗µ beam list 3 3 3 3 3 3

CN2-SD entropy beam list 3 3 3 - - -
DSSD WKL∗µ beam set - 3 3 3 3 3

MCTS4DM WKL∗µ MCTS set - 3 - - - -
FSSD WRAcc DFS list 3 3 - - - -

generated aim at making the best prediction possible, and not the highest difference
from the dataset distribution, as shown theoretically in Section 3.7.

Quality measures. As the quality of a set is measured using the SWKL, the most
appropriate measure to use is the Weighted Kullback-Leibler (WKL) for the algorithms
that support it. CN2-SD supports entropy which is related to WKL. FSSD only supports
WRAcc at the moment. Note that for the case of numeric targets, except RSD, all use
a WKL that only takes into account the mean, given by WKLµ(s) = ns/σ̂d(µ̂d− µ̂s)2,
in contrast to the deviation-aware measure of RSD in Eq. 3.25.

Hyperparameters. Most algorithms use beam search, thus only have three main hy-
perparameters: the maximum depth of search dmax; the width of the beam wb; and
the number of cut points to discretize numeric explanatory variables ncut. The larger
the values the better the performance but the slower the algorithms become, as time
complexity is linear to each of them. To be fair and not over-search the hyperpara-
meters, we selected the default values of the DSSD and seq-cover implementation for
all beam-search algorithms: dmax = 5, wb = 100, ncut = 5. For the case of MCTS4DM,
which requires a larger set of hyperparameters, only the number of iterations is set,
niter = 50 000, to ensure good convergence, and the rest were set as default. FSSD
only requires the maximum depth, which was set at 5.
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2) Measures. To ascertain the quality of the subgroup sets we use three different
measures. The first is our proposal to measure the overall quality of an ordered set of
subgroups, the Sum of Weighted Kullback-Leibler (SWKL), as defined in Eq. (3.26).
The other two are the number of subgroups |S| and the average number of conditions
per subgroup |a|, two commonly used measures for the interpretability/complexity
of a set of rules. These two measures follow the law of parsimony and assume that
fewer subgroups with fewer conditions are easier to understand by humans, which
can be an invalid assumption in some situations. Nonetheless, it is widely used and
its simple understanding typically makes for a good proxy [27]. In machine learning,
algorithms are tested on their generalization to unseen data, which is achieved by
multiple runs using different test sets (e.g., cross-validation). Even though this could
be of interest, subgroup discovery is always evaluated on the same dataset, as the goal
is to describe the current dataset well. For this reason, and for the fact that existing
implementations are not prepared to use a test set, we follow the standard approach
in subgroup discovery of only testing on the current dataset.
3) Datasets. For a thorough analysis we use a total of 54 datasets—10-univariate
binary; 10 univariate nominal; 9 multivariate nominal; 15 univariate numeric; and
9 multivariate numeric—that are listed in Tables G.1 and G.2 of Appendix G.1. The
datasets are commonly used benchmarks of machine learning and subgroup discovery,
which are publicly available from the UCI8, Keel9, and MULAN10 repositories. The
datasets were selected to be the most varied possible. In the case of the nominal
target datasets in Table G.1, the number of targets range from 1 to 374, the classes
from 2 to 28, the samples from 150 to 45 222, and the variables from 3 to 1 186. In the
case of the numeric target datasets in Table G.2, the number of targets range from 1

to 16, the samples from 154 to 22 784. Note that we used multi-label datasets instead
of multi-nominal as the latter are not widely available.

5.3.3 Nominal target results

The results obtained on binary, nominal, and multi-label datasets with sequential sub-
group set miners can be seen in Table 5.3, while the results for algorithms that output
sets can be found in Table G.3 in Appendix G.4. We can see that overall our algorithm
gets 15 out of 29 best results, compared with seq-cover in second place with 13 best
results. In terms of SWKL and per type of data, RSD achieves the smallest ranking
for binary, seq-cover for nominal, and both are tied for multi-nominal. This small

8https://archive.ics.uci.edu/ml/
9http://www.keel.es/

10http://mulan.sourceforge.net/datasets.html

https://archive.ics.uci.edu/ml/
http://www.keel.es/
http://mulan.sourceforge.net/datasets.html
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difference in the results between RSD and seq-cover is important for two reasons.
First, it validates SWKL, as it shows that seq-cover is already implicitly maximizing
it without knowing it. Second, it shows that RSD can obtain on par or slightly bet-
ter results than other established approaches. Our non-diverse baseline, top-k, shows
that covering different regions of the dataset is important to maximize SWKL.
Regarding the number of found subgroups we can see that in most cases, all al-
gorithms are in the same order of magnitude, with some clear exceptions where RSD
obtains many more subgroups (for adult, nursery, kr-vs-k, and mediamill). These res-
ults can be explained by the use of normalized gain (β = 1) by RSD, together with
the fact that these datasets have a large number of samples, few variables, and/or a
large number of categories. First, let us recall that the normalized compression gain
of Eq. (5.1) is composed of a data covering part and a model penalization part and
that both are normalized by the number of instances covered, which gives an advant-
age to subgroups that cover less data but are well-covered (only one category, or few
categories). When the datasets are larger and the number of variables is reasonably
small, like adult with 45 222 examples and 14 variables, there is a larger chance of
finding more statistically “significant” subgroups, as there can be more regions where
subgroups only (or almost only) cover one class, and the penalization of the model
encoding is small as there are not many variables. On the other hand, subgroups that
cover more data can more easily have a larger entropy in the class label distribution.
For example, kr-vs-k, which is a reasonably large dataset with 28 056 and with 18 class
labels, a subgroup that only covers one class label, as opposed to covering many class
labels, will have a higher chance of being chosen. The number of subgroups found can
be large, but it was shown in a classification setting that they generalize well [96]. It
is interesting to note that in the case of corel-5k, RSD does not find any “significant”
subgroup to add.
Regarding the number of conditions per subgroup, the two best-performing algorithms
in terms of SWKL, RSD, and seq-cover, tend to have a similar and lower number of
conditions than the other algorithms. Top-k, only covering the same region, has a
tendency to be close to the maximum depth of 5.

5.3.4 Numeric target results

The results for the single-target and multi-target numeric datasets can be seen in
Table 5.4. In general, it can be seen that RSD obtains the best results for 23 out
of 25 datasets. This is to be expected as SWKL and RSD take into account the dis-
persion/deviation of the subgroup target while top-k and seq-cover do not. This is
clearly supported by the normalized standard deviation of the first subgroup found,
where RSD tends to find subgroups with smaller deviations for 10 out of 15 cases.
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Comparing SWKL results for top-k with seq-cover and RSD shows that irrespective
of dispersion-aware (RSD) or not (seq-cover), covering different regions of the data
increases the quality of the list in terms of SWKL, validating the use of our measure.
It should be noted that both top-k and seq-cover could in practice support taking into
account the deviation but that would require several non-trivial modifications in their
source code.
Regarding the number of subgroups, seq-cover tends to have more rules than RSD for
datasets with less than 5 000 examples, while RSD tends to have more for a larger
number of examples. This makes sense as there is more evidence to identify possible
significant subgroups.
Regarding the number of antecedents, RSD tends to have, on average, one condition
fewer than seq-cover for single-target and a similar number for the multi-target case.

5.3.5 Runtime comparison

Runtimes of all algorithms compared, i.e., top-k, seq-cover, CN2-SD, and RSD are
shown in Figures 5.2a and 5.2b. In general, it can be seen that the runtime increases
with the number of samples in the dataset for a fixed data type. For the nominal
datasets, it seems that there is an increase in runtime with the number of target
variables, which does not seem to happen for numeric targets. This is because for
multivariate numeric targets the number of subgroups found was, in general, smaller.
Comparing the algorithms against each other, as expected, top-k was the fastest al-
gorithm, as it only needs to search for the subgroups once, while the others need
multiple iterations.
For nominal targets, CN2-SD was the slowest algorithm, which stems from the use of
entropy as a quality measure—experiments with WRAcc proved orders of magnitude
faster. RSD seems to perform on par with seq-cover and is often even slightly faster.
For numeric targets, RSD was one order of magnitude slower than seq-cover. One
possible reason is the extra time to compute the variance, although this does not
explain the difference between both algorithms. It seems that a further study of the
numeric implementation could make for an interesting research direction.
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Figure 5.2: Runtime in seconds for all algorithms for each dataset. The black vertical
line divides the type of datasets, i.e., from left to right: univariate binary, nominal,
and multi-label for nominal targets, and univariate and multivariate for numeric.
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Table 5.3: Nominal target results. This includes single-binary, single-nominal, and multi-label,
separated by horizontal lines in the table (top to bottom). The properties of the datasets can be
seen in Table G.1, and are ordered in ascending number of: 1) target variables; 2) number of
classes; and 3) number of samples. The evaluation measures are {quality of the subgroup set
swkl; number of subgroups |S|; and average number of conditions |a|}. ‘avg. rank’ stands for
the average ranking for the respective target variable type, where 1 represents the best rank.
Note that CN2-SD does not work for multi-label case and thus the empty values −. *as RSD
produced no subgroups for corel-5k, seq-cover number of subgroups was used as a reference.

top-k seq-cover CN2-SD RSD

datasets swkl |S| |a| swkl |S| |a| swkl |S| |a| swkl |S| |a|
sonar 0.24 2 4 0.960.960.96 9 2 0.67 11 2 0.43 2 3

haberman 0.08 1 5 0.390.390.39 20 4 0.18 12 4 0.04 1 1

breastCancer 0.37 6 2 0.80 13 2 0.80 11 2 0.820.820.82 6 2

australian 0.26 5 3 0.690.690.69 13 3 0.54 24 3 0.55 5 2

tictactoe 0.50 16 3 0.73 18 3 0.21 21 3 0.870.870.87 16 2

german 0.08 4 5 0.30 22 4 0.420.420.42 48 4 0.14 4 3

chess 0.25 17 3 0.87 13 2 0.68 51 3 0.970.970.97 17 2

mushrooms 0.49 12 4 0.92 11 1 1.001.001.00 36 1 1.001.001.00 12 1

magic 0.16 69 5 0.38 35 4 0.42 616 3 0.470.470.47 69 4

adult 0.11 103 5 0.27 79 4 0.43 1230 4 0.310.310.31 103 4

avg. rank 3.8 1.9 3.8 2.1 2.4 2.2 2.2 3.8 2.5 1.91.91.9 1.9 1.5

iris 0.53 4 2 1.451.451.45 5 2 0.96 4 2 1.44 4 1

balance 0.21 9 3 0.800.800.80 19 3 0.18 3 3 0.69 9 3

CMC 0.07 7 3 0.300.300.30 38 4 0.27 42 3 0.25 7 2

page-blocks 0.19 21 5 0.45 26 2 0.44 12 4 0.490.490.49 21 3

nursery 0.92 81 2 1.36 22 3 0.87 8 4 1.631.631.63 81 3

automobile 0.38 5 4 1.611.611.61 11 3 1.541.541.54 7 4 1.25 5 2

glass 1.01 5 2 1.55 5 2 2.142.142.14 6 2 1.92 5 1

dermatology 0.54 9 2 2.282.282.28 9 2 2.12 7 3 2.11 9 2

kr-vs-k 0.45 351 5 0.75 43 4 0.20 61 5 1.831.831.83 351 3

abalone 0.26 16 5 0.62 29 4 0.60 49 3 0.740.740.74 16 2

avg. rank 3.7 2.4 3.0 1.61.61.6 3.0 2.2 2.8 2.3 3.4 1.9 2.4 1.4

emotions 0.71 17 5 1.93 22 4 − − − 2.682.682.68 17 3

scene 0.39 49 5 1.85 33 4 − − − 3.053.053.05 49 4

birds 0.49 8 5 2.022.022.02 20 4 − − − 1.57 8 3

flags 0.44 5 4 2.402.402.40 17 4 − − − 1.21 5 2

yeast 0.49 35 5 1.83 55 5 − − − 2.202.202.20 35 5

genbase 0.88 15 2 5.51 12 1 − − − 5.825.825.82 15 1

mediamill 0.43 131 5 1.44 60 5 − − − 2.962.962.96 131 5

CAL500 1.46 1 5 16.9116.9116.91 36 4 − − − 1.24 1 5

corel5k∗ 5.81 144 3 5.395.395.39 144 4 − − − 0.00 0 0

avg. rank 2.7 1.9 2.7 1.71.71.7 2.3 1.9 − 1.71.71.7 1.8 1.4
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Table 5.4: Numeric target results. This includes single-numeric and multi-numeric, separated
by a horizontal line in the table (top to bottom). The properties of the datasets can be seen in
Table G.2, and are ordered in ascending number of: 1) target variables; 2) number of classes;
and 3) number of samples. The evaluation measures are { quality of the subgroup set swkl;
number of subgroups |S|; normalized standard deviation of the first subgroup σ̃t1; and average
number of conditions |a|}. ‘avg. rank’ stands for the average ranking for the respective target
variable type, where 1 represents the best ranking. Note that σ̃t1 is not shown for the multi-
numeric case as it is not easy to understand.

top-k seq-cover RSD

datasets swkl σ̃t1 |S| |a| swkl σ̃t1 |S| |a| swkl σ̃t1 |S| |a|
baseball 0.26 0.82 7 4 1.40 1.22 26 4 1.861.861.86 0.01 7 2

autoMPG8 0.43 0.54 8 4 1.45 1.85 22 4 1.571.571.57 0.18 8 2

dee 0.46 0.50 9 4 1.29 2.01 20 4 1.351.351.35 0.32 9 2

ele-1 0.29 1.06 8 4 1.14 0.94 22 4 1.221.221.22 1.24 8 2

forestFires 0.61 6.84 22 4 2.73 0.15 57 4 3.913.913.91 7.57 22 3

concrete 0.28 0.65 18 4 1.27 1.53 35 4 1.311.311.31 0.21 18 3

treasury 0.43 0.68 31 4 2.74 1.46 21 4 3.853.853.85 0.01 31 2

wizmir 0.70 0.31 22 4 2.15 3.22 26 4 2.722.722.72 0.15 22 2

abalone 0.23 0.59 26 4 0.47 1.68 126 5 0.710.710.71 1.32 26 3

puma32h 0.55 0.59 48 4 1.39 1.68 70 5 1.441.441.44 0.29 48 3

ailerons 0.24 1.23 98 4 1.04 0.82 105 4 1.441.441.44 0.98 98 4

elevators 0.23 1.44 158 4 0.83 0.69 150 5 1.311.311.31 1.40 158 4

bikesharing 0.26 1.09 136 4 1.24 0.92 91 4 1.701.701.70 0.02 136 4

california 0.19 0.90 174 4 0.69 1.11 116 5 1.141.141.14 0.00 174 4

house 0.19 1.59 269 4 0.91 0.63 143 5 2.022.022.02 2.83 269 5

avg. rank 3.0 2.1 1.8 2.0 2.0 2.3 2.3 2.7 1.01.01.0 1.6 1.8 1.3

edm 0.47 − 5 5 0.81 − 9 2 1.881.881.88 − 5 2

enb 2.73 − 41 2 3.54 − 19 2 8.718.718.71 − 41 2

slump 1.38 − 4 5 2.742.742.74 − 17 4 2.57 − 4 3

sf1 0.16 − 3 5 2.062.062.06 − 47 4 1.24 − 3 3

sf2 0.86 − 2 5 2.29 − 18 4 0.910.910.91 − 2 4

jura 0.47 − 15 5 2.38 − 28 4 3.523.523.52 − 15 3

osales 2.17 − 45 4 18.09 − 48 3 26.4426.4426.44 − 45 3

oes97 6.55 − 16 3 30.79 − 19 4 34.3634.3634.36 − 16 4

oes10 6.56 − 23 3 29.11 − 27 4 40.6540.6540.65 − 23 3

wq 0.87 − 62 5 2.06 − 47 4 11.1411.1411.14 − 62 4

avg. rank 3.0 − 1.7 2.4 1.7 − 2.6 1.8 1.31.31.3 − 1.7 1.8
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5.4 Case Study: Hotel Bookings

To assess the usefulness of our method, we apply it to understand the type of clients
that make a hotel booking based on how much time in advance (lead time in days)
this was done. To this end, we used the “Hotel booking demand dataset” by Antonio
et al. [6] and analysed the data of a resort hotel in the year of 2016. The first four
subgroups of a total of 260 obtained with SSD++ can be seen in Figure 5.3 and its
subgroups versus the dataset in Figure 5.4. Only the first 4 subgroups are shown here
for clarity, and given that greedy search is used, they are also the 4 most interesting
subgroups.

s description of client bookings n µ̂ σ̂ overlap

1 month = 9 & customer type = Transient-Party 22 533 34 −
& meal = Half Board & country = GBR & adults ≥ 2 days days

2 month ∈ [7, 9] & market segment = Groups 29 336 ∼ 0 0%

& weekend nights = 1 & distribution channel = Direct

3 month = 9 & week nights =4 16 343 3 0%

& distribution channel = Corporate

4 week nights = 0 & deposit type = Refundable 20 9 ∼ 0 0%

& repeated guest = no & adults≥ 2

dataset overall distribution 18 550∗ 92 99 −

Figure 5.3: First 4 subgroups of a subgroup list obtained by RSD with normalize gain (β = 1)
on the Hotel booking dataset with target lead days—number of days in advance the bookings
were done. Description contains information regarding client bookings, n the number of in-
stances covered, µ̂ and σ̂ are the mean and standard deviation in days, and overlap is the
percentage of the subgroup description that is covered by subgroups that come before in the
list, i.e., how independently can the subgroups be interpreted. The last line represents the data-
set overall probability distribution. ∗ The n of the dataset is the total number of instances in
the dataset.

The results show us a very detailed picture of the dataset and at first glance, one
notices that most subgroups cover a small number of instances. Nevertheless, this is
normal as they represent highly defined subgroups, with a very different mean and an
almost zero standard deviation, compared with the dataset µ̂d = 92 and σ̂d = 99. As
an example, subgroup 1 has an average lead time circa 6 times higher than the dataset
distribution, together with a standard deviation that is 3 times smaller. This subgroup
seems to represent a group of people that travelled together from Great Britain and
all chose the same type of booking, while with some slight days of difference in their
bookings. Another interesting subgroup is the 4th which shows that there is a group



112 5.5. Case study: flight delay analysis

of around 20 similar bookings for groups of 2 or more adults done with only 9 days
before arrival when the deposit type is refundable. If one would follow the whole
subgroup list one would have a complete summary of the bookings done.
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Figure 5.4: Hotel bookings kernel density estimation of the dataset distribution and
location (not density) of the mean value of the first 4 subgroups obtained with RSD
and normalized gain.

5.5 Case study: flight delay analysis

In this section, we apply RSD to the problem of describing flight delays, specifically
how to identify subgroups of flights that can (or do not need to) be improved. This
case study is part of the SAPPAO (a Systems APproach towards data mining and
Prediction in Airlines Operations) project, which aims to combine the prediction of
flight delays with the optimization of airplanes and crew scheduling. In our part of
the project, we focus on finding sets of flights with an above-average delay, as it is
impractical to optimize all flight schedules.
Typically, each airline needs to schedule their airplanes and crews 6 and 2 months
in advance of the actual flight departure, respectively [98], and they would like to
minimize the number of delayed flights scheduled. However, at the time of planning,
the only variables available are the origin and destination airports and the proposed
schedule. Thus, the variables highly correlated with delays, such as weather data, are
not available. Nonetheless, as flight delays are additional expenses that airlines would
like to reduce [94], they would still like to identify some of the characteristics of those
flights. For the identified subgroups to impact, they should cover a sizeable amount
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of their annual flights.

Dataset. Historical data of flights in the United States is freely available through the
Bureau of Transportation Statistics (BTS) [1]. Specifically, we restrict our analysis
to a single airline and a single year. The reason for this is that airlines have differ-
ent strategies when choosing the scheduled time for their routes, and these can also
change with a periodicity of six months [62]. Also, the results should reveal which
schedules are associated with more delays so that an airline can improve, and using
multiple airlines with different strategies can muddle these insights. The restriction
to the busiest airports comes from the fact that they are more prone to chronic delays
than smaller ones while also covering most airline flights. We selected the year 2017,
a typical year of airline operation compared with 2007 to 2008 and 2020 to 2021 where
the recession and the COVID-19 pandemic have affected flight operations [1]. After
that, we selected one of the major US airlines with a high percentage of delayed
flights: United Airlines (UA), with 16% of flights delayed [1].

After cancelled and diverged flights have been removed, the acquired data totals
577 213 samples. The variables used—with original names from the BTS—are: date;
CRS (Computerized Reservation System) departure time; CRS arrival time; CRS elapsed
time; origin airport; destination airport; and arrival delay. The date was transformed
into six variables: the meteorological season, the respective month, day of the week,
and weekday (or weekend).

Hyperparameters. The goal is to find the characteristics of a large number of delayed
flights. Thus, there are two main ways to use RSD to find subgroups that cover large
numbers of flights: 1) using the absolute-normalize trade-off hyperparameter; 2) us-
ing minimum support threshold. The first approach is flexible as the number of flights
covered depends on the quality of the subgroups, while the second is rigid, as no sub-
group with coverage below the threshold will be admitted. In this case, we choose to
use a strict threshold to simulate an airline engineer looking for a precise number of
flights to influence. Also, we combine the minimum support with normalized gain, as
it will favour finding subgroups with coverage similar to the threshold. As the “size-
able” number of flights depends on the engineer, airline, and budget to make changes,
we fixed it to 1%, a value we thought reasonable to demonstrate the abilities of RSD.

5.5.1 Analysis of subgroups obtained with RSD

The first four subgroups with normalized gain and a minimum support of 1% are
shown in Figure 5.5 and their respective probability density functions (pdf) in Fig-
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ures 5.6a, 5.6b, 5.6c, and 5.6d.

Interpretation of the results. As expected, the subgroups’ pdfs follow a similar shape
as the dataset distribution, which makes sense given that the variables used do not
have a strong association. Also, the number of flights covered is around the value of
our minimum support, which agrees with our use of normalized gain. Nonetheless,
the four subgroups represent arrival delays above the dataset’s average, which could
mean chronic delays for those routes. We can see that the pdf of the first subgroup
is the most different, and as we progress towards the least, their pdfs resemble more
the dataset pdf. In terms of the descriptions, it is interesting to notice that all the four
subgroups have either an origin or destination, months, and an arrival or departure
time. Not surprisingly, this seems to point out that chronic delays are associated with
certain airports at specific times of the year. Specifically, three subgroups contain Ne-
wark Liberty International (EWR) airport as origin or destination airport, making it
an airport with a tendency for above-average delay. According to these subgroups, it
would be interesting to investigate flights from or to this airport in the earlier months
of the year.
Violation of the model assumptions. Figures 5.6a, 5.6b,5.6c, and 5.6d show that
the pdfs are right-tailed distributions. Although the means do not describe the pdf
completely, they still obtained what we were looking for, subgroups different from
the dataset distribution. RSD users should be cautious of this and always compare the
presented statistics with the subgroup’s original distribution to avoid wrong conclu-
sions.
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s description of a flight route n Arr. Delay

1 dest. = EWR & month ∈ [March;Sep.[ & dep. ∈ [13 : 00; 19: 00[ 5259 45± 90

& arrival ≥ 15: 22 & travel time < 03: 36 min.

2 origin = EWR & month ∈ [May;Sep.[ & weekday = yes 5047 37± 75

& departure ≥ 16: 03

3 dest = SFO & month ∈ [Jan.;May.[ & departure ≥ 16: 03 5448 27± 76

4 dest = EWR & month ∈ [Jan.; Sep.[ & departure ∈ [10 : 11; 13: 00] 5243 23± 77
...

dataset distribution 556 215∗ 2± 47

Figure 5.5: United Airlines (UA) arrival flight delay analysis. The results were obtained
by RSD with normalized gain (β = 0) and a minimum support of 5000. UA dataset
contains one numeric target variable arrival delay in minutes. The dataset is made of
all 2017 flights of United Airlines that were not cancelled , totalling 577 213 flights.
Description contains information regarding flight routes and schedules, n the number
of instances covered, and Arr. Delay the arrival delay in minutes. EWR − Newark
Liberty international airport; SFO = San Francisco international airport airport. ∗ The
n of the dataset is the total number of instances in the dataset.
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Figure 5.6: Probability density plot of the United Airlines arrival delay for the whole
dataset and for the first four subgroups in the subgroup list. The subgroups were
obtained with RSD normalized gain and a minimum support of 5 000. The vertical
lines represent the mean of the dataset and subgroup arrival delays.
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5.6 Case study: socioeconomic background and uni-
versity performance

In this section we apply RSD to a real use case to assess its usefulness and limitations.
To this end, we aim at understanding how socioeconomic factors affect the grades
of engineering university students in Colombia on their national exams. The dataset
used to study this is fully described by Delahoz-Dominguez et al. [24]. It contains
socioeconomic variables and grades in national exams done at high school and uni-
versity level for engineering students in Colombia. For this specific case study, we
have selected two of their exam grades at the university for two reasons. First, the re-
lationship between socioeconomic variables and university grades is weaker (than for
high school grades), thus more interesting to see if we can find relations, and second,
only having two exam grades improves the visualization of the results.

Dataset. The dataset used is composed of 12 412 samples, 22 explanatory variables,
and 2 numeric target variables. The explanatory variables refer to the socioeconomic
background of the students at the time of high school, and they are made of vari-
ables such as parents level of education, the household income, which type of high
school they attended, the utilities available at home (e.g., internet and television),
and their neighborhood stratum11. The numeric targets represent their grades, from
0% to 100%, in two national university-level exams, namely quantitative reasoning
and English.
An additional reason for selecting this dataset is that it violates two of our model
assumptions: 1) the target variables values are truncated between 0 and 100, thus
violating the use of a continuous normal distribution to describe them; and 2) the
target variables are not independent, as suggested by a correlation of 53%. If our
approach is shown to work despite these violations, we may consider this is a good
result.

5.6.1 Analysis of subgroups obtained with RSD

The first four subgroups with absolute (β = 0) and normalized (β = 1) gain can
be seen in Figures 5.7a and 5.7b, respectively. The distributions of the first two sub-
groups for both gains can be seen in Figures 5.8a, 5.8b, 5.8c, and 5.8d. The two
extreme gains were used to show that from a user perspective it can be interesting to

11Stratum is a classification system unique to Colombia, where districts are ranked based on their
affluence level from 1 to 6, where 1 is the lowest level https://www.dane.gov.co/index.php/

servicios-al-ciudadano/servicios-informacion/estratificacion-socioeconomica (Accessed on
19 April 2021).

https://www.dane.gov.co/index.php/servicios-al-ciudadano/servicios-informacion/estratificacion-socioeconomica
https://www.dane.gov.co/index.php/servicios-al-ciudadano/servicios-informacion/estratificacion-socioeconomica
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use different gains depending on the goal of the data exploration, i.e., coarse versus
fine-grained perspective.

Comparison of absolute and normalized gain. Overall, with absolute and normal-
ized gain our method finds 7 and 34 subgroups that cover a total of 84% and 92% of
the data, respectively. Looking at Figures 5.8a, 5.8b, 5.8c, and 5.8d, it can be seen
that normalized gain favors smaller and compact subgroups that deviate more from
the dataset distribution, while absolute gain favors larger subgroups that deviate less
from the dataset distribution. These conclusions can be verified by noting that nor-
malized gain subgroups tend to have a smaller standard deviation, between 5% and
9%, while absolute gain has values in the same order of magnitude of the dataset
distribution, i.e., around 23%.

Interpretation of the results. Both normalized and absolute gain results point to
the fact that having a ‘better’ socioeconomic background is associated with higher
grades on average in both types of exams, and the contrary is associated with lower
grades. This is clearer in the absolute gain case, as each subgroup covers more data.
It is noticeable in Figure 5.8b that a subgroup with a standard deviation similar to
the dataset leads to subgroups that are spread throughout the whole range of values.
Nonetheless, that subgroup covers more regions with lower grades than the dataset,
making it a relevant result to understand the dataset better.

In general, it can be seen that some conditions appear often in the subgroups, such
as household income above and below 5 minimum wages and education of one of
the parents parents equal or above high school. It seems that the presence or absence
of these variables is highly associated with above or below-average performance, re-
spectively.

Looking at specific subgroups, it is interesting to see that in the 4th subgroup of the
absolute gain, the Quantitative reasoning grade is equal to the average behavior of
the dataset (77%), while the English grade is 8% above average. Looking at the sub-
groups with normalized gain, we see that there are only slight variations of their
descriptions and that they belong to a similar socioeconomic macro group but with
slight differences in their descriptions, which corresponds to small differences in their
grades distribution.

Violation of the model assumptions. Here we can observe how our method behaves
when some modeling assumptions are violated. Regarding the truncated values, it
seems that the normalized gain is affected by grades around 100 (as seen in Figures
5.8c and 5.8d) as most of its subgroups capture these students, which increases the
average and lowers the standard deviation, making them rank higher. Our method
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was not developed for highly stratified target values, but the results seem to show
that it does not seem prohibitive to the use of RSD in these cases as long as the
stratification is mild and the user takes into account this fact.
Regarding the independence assumption, it seems that the subgroups found are still
relevant although both grades are almost always taken into account together, i.e.,
as the values are positively correlated it is more likely to find subgroups with mean
values that are high or low for both exams, but not high for one and low for the
other. This is expected as the encoding of independent normal distributions does not
take into account the covariance between target variables, and thus that case is not
deemed a deviation by the current model formulation.
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s description of a student socioeconomic background ns Quant.(%) English(%)

1 household income ≥ 5 min. wage & public school = no 1676 87± 16 88± 14

& edu mother > high school & Microwave = yes

2 household income < 5 min. wage 4031 72± 25 54± 26

& stratum < 5 & public school = yes

3 gender = M & edu father ≥ high school 1478 85± 17 78± 20

& social support = None & stratum > 3

& public school = no

4 social support = None & edu father > high school 997 77± 22 76± 19

& public school = no & internet = yes
& mobile = yes
...

dataset distribution 1945∗ 77± 23 68± 26

(a) Subgroup list with absolute gain (β = 0). First 4 subgroups of a total of 7 and swkl = 0.41

s description of a student socioeconomic background ns Quant.(%) English(%)

1 household income ≥ 5 min. wage & gender = M & 39 96± 5 92± 6

household size < 3 & edu father > high-school
& mobile = yes

2 household income ≥ 5 min. wage 23 96± 5 95± 4

& school type = academic & occ. mother = retired
& edu father ≥ Undergrad

3 household income ≥ 5 min. wage 30 96± 5 93± 6

& job mother = independent & stratum ≥ 4 & gender = M
& job father = independent

4 job mother = executive & stratum ≥ 4 & mobile = yes 32 93± 9 94± 6

& job father = independent & public school = no
...

dataset distribution 942∗ 77± 23 68± 26

(b) Subgroup list with normalized gain (β = 1). First 4 subgroups of a total of 34 and swkl
= 0.52

Figure 5.7: Colombia engineering students performance in Quantitative Reasoning and English
exams. The results of Fig. 5.7a and 5.7b were obtained by RSD with absolute gain (β = 0) and
normalized gain (β = 1). The dataset contains two numeric target variable Quantitative Reas-
oning and English exams in a 0-100% scale. The dataset represents 12 412 engineering students
in Colombia, their grades in university national exams and their social-economic background.
Description contains information regarding students socio-enconomic background, ns the num-
ber of instances covered, Quant. and English the average grade and standard deviation in the
respective exams. ∗ The n of the dataset is the total number of instances in the dataset.
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(a) 1st subgroup with absolute gain.
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(b) 2nd subgroup with absolute gain.
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(c) 1st subgroup with normalized gain.
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(d) 2nd subgroup with normalized gain.

Figure 5.8: Scatter plot of the grades of students for Quantitative Reasoning and
English exam, together with the grades associated with the descriptions of the 1st

and 2nd with absolute and normalized gain.
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5.7 Conclusions

We showed that finding good subgroup lists (ordered sets) that are both non-redundant
and statistically robust, i.e., robust subgroup discovery, is computationally feasible. To
achieve this, we proposed a heuristic algorithm dubbed RSD that approximates our
MDL-based formulation of the problem using a greedy search that adds the subgroup
that locally minimizes the MDL criteria to the list in each consecutive iteration. This
approximation was shown to be equivalent to a Bayesian test (factor) between sub-
group and dataset marginal target distributions plus a penalty for multiple hypothesis
testing, which guarantees that each subgroup added to the list is statistically sound.
These assertions are supported by empirical evidence obtained on a varied set of 54

datasets. In the case of nominal targets, our method performed on par in terms of
subgroup list quality, while obtaining smaller lists with fewer conditions. In the case
of numeric targets and through the use of a deviation-aware measure, our method
dominated in 92% of the cases.
Through a case study relating the socioeconomic background and national exams
grades for Colombia engineering university students, we showed that RSD can be
flexibly adapted to different goals of the user. In particular, it can change from a fine-
grained perspective of the data that finds many subgroups that cover small parts of
the data well, to a coarse perspective that finds few subgroups that cover large parts
of the data. Also, it was shown that our method is robust to mild violations of our
model assumptions.

Limitations. Even though the RSD algorithm has some appealing local statistical
properties, we do not know how far the found models are from the optimal sub-
group lists as defined by the global MDL criteria we proposed. Also, it does not scale
very well for numeric targets, which was to be expected from the time complexity
analysis. At the moment, multiple target variables are assumed to be independent,
which can produce erroneous results when this assumption is violated. Preliminary
experiments show that for moderately correlated variables (e.g., with a correlation of
0.5) this does not seem to be an issue, but there is no quantification of its implications.
Similarly, for numeric targets, we use a normal distribution, and several datasets vi-
olate this assumption, either by behaving like a multi-modal or truncated distribution.
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Conclusions

As machine learning and data mining permeate everyday life, the questions sought
should be as much about algorithms as they should be about society itself. Algorithms
increasingly affect the lives of individuals everywhere; thus, the pertinent questions
are not only purely algorithmic but also about how they can help society solve sys-
tematic issues such as discrimination and social inequality.

For this reason, in recent years, we can find research on both classic topics such as
algorithmic efficiency and statistical guarantees, and on newer issues such as pri-
vacy, fairness, and accountability. It is at the intersection of several of these topics,
namely, algorithmic efficiency, statistical guarantees, and accountability, that we pose
our main research question: “How to learn robust and interpretable rule-based models
from data for machine learning and data mining, and define their optimality?”.

In an honest attempt to answer it, we selected rule lists as models and the MDL
principle as model selection theory. The former confers interpretability by design as
humans can easily understand rule lists. At the same time, the latter allows for an
objective formulation of learning rule lists from data that combines the performance
and complexity of the model in one. Together, these allowed us to propose efficient
algorithms that approximate our optimal formulation and achieve state-of-the-art per-
formance while finding simpler models.

Nonetheless, this dissertation is just one step further in answering this research ques-
tion. Its main limitation is our assumption that interpretability is associated with sim-
plicity, but this is not always the case in reality. Interpretability is subjective, and it
depends on the human that will act on or be acted upon by the model. Although
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our MDL-based formulation attempts to have the least amount of assumptions, in
some cases, it is necessary to add extra input from the human user to guarantee true
interpretability.
Moreover, in Section 6.1 we present an overview of the main conclusions by chapter.
Then, in Section 6.2 we discuss the strong and weak points of our proposal. Finally,
in Section 6.3 we show possible directions of future work.

6.1 Summary

Chapter 1 introduced the scientific background and motivation for this dissertation.

Chapter 2 introduced the necessary mathematical background. In particular, it form-
ally presented the tasks of rule-based prediction, subgroup discovery, and subgroup
set discovery. Then, association rules, the standard component of these tasks, is promptly
defined. Based on the previous definitions, we presented rule lists, i.e., the model class
made of an ordered set of association rules. Furthermore, we distinguish predictive
rule lists for machine learning and subgroup lists for data mining. Finally, it shows
how to measure model quality in the classification and subgroup discovery setting.

Chapter 3 proposed an optimal formulation of predictive rule lists and subgroup lists
for univariate and multivariate, nominal, and numeric target variables based on the
Minimum Description Length (MDL) principle. Three new optimal data encodings
for models that partition the data—rule lists, trees, clusters, etc.—are presented. In
specific, these codes are: 1) the prequential plug-in code for nominal variables; 2)
the Normalize Maximum Likelihood (NML) code for nominal variables; and 3) an
objective Bayesian code with improper priors for numeric variables. We show that
MDL-based subgroup lists with one subgroup are equivalent to top-1 subgroup dis-
covery with weighted Kullback-Leibler divergence as a quality measure, thus valid-
ating subgroup lists as a valid generalization of subgroup discovery. Moreover, the
best subgroup to add according to the MDL criteria maximizes an MDL equivalent
to a Bayesian proportion, multinomial, or t-test plus a multiple hypothesis testing. In
the end, we show the difference between predictive rules and subgroups through our
MDL formulation of both problems.

Chapter 4 proposed CLASSY, a heuristic algorithm based on the MDL formulation of
predictive rule lists for multiclass classification. Experiments show that it finds good
predictive models that are also compact without hyperparameter tuning. CLASSY is
composed of a frequent pattern mining algorithm to pre-mine all candidate rules and
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then iteratively adds one rule at a time to the rule list. It effectively only has one hy-
perparameter, the pre-mined set of candidate rules. If this set is made large enough to
accommodate all possible rules in the data, it can find good models independently of
any hyperparameters—at the expense of computational budget. The empirical tests
show state-of-the-art performance on classification, interpretability, and overfitting.

Chapter 5 proposed the Robust Subgroup Discoverer (RSD), a heuristic algorithm
based on our MDL formulation that finds good subgroup lists for univariate and mul-
tivariate nominal and numeric target variables. Experiments over 54 datasets show
that it outperforms state-of-the-art subgroup set discovery algorithms regarding the
quality of sets found, especially for numeric targets. The algorithm iteratively uses
a beam search to find candidates and then adds the one that locally minimizes the
MDL optimal formulation. This approximation is equivalent to a Bayesian test (factor)
between subgroup and dataset marginal target distributions plus a penalty for mul-
tiple hypothesis testing. Thus, we guarantee the statistical robustness of each sub-
group in the list.

Chapters 4 and 5. The algorithms of both chapters share the greedy adding of rules,
although CLASSY pre-mines all association rules, and RSD uses beam search at each
iteration. The algorithms can be interchanged for both tasks in practice, although
given their historical development, they do not overlap. Nonetheless, CLASSY reflects
the intention of having few hyperparameters that we aimed for classification, and RSD
demonstrates the flexibility necessary for data exploration, making them appropriate
for their respective chapters.

6.2 Discussion

In this section we discuss the advantages and disadvantages of our proposals. To make
this section consistent with the previous, we organize the discussion per chapter that
proposes new work, i.e., Chapters 2, 3, 4, and 5.

Chapter 2. The only new proposal of this chapter is the subgroup list model class. Se-
quential subgroup set discovery was always defined heuristically, and each subgroup
was interpreted individually without considering the previously found ones. We pro-
pose the first global dataset formulation of the problem of subgroup set selection that
is equivalent to top-1 subgroup discovery in the case of a subgroup list with only one
subgroup, and that also fits some of the previous heuristic definitions of sequential
selection. Its main limitation is that subgroups far down in the list are hard to inter-
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pret for large lists as they require considering previous ones. Also, this is not the only
possible generalization of subgroup discovery to sets.

Chapter 3. In this chapter, we presented the MDL formulation of predictive rule lists
and subgroup lists.

In the case of predictive rule lists, it allows using a single measure—the MDL score—
to measure the bias-variance trade-off, one of the core problems in learning models
from data. Even though predictive rule lists have long been used in machine learning,
they have solely focused on classification and mostly on univariate target classifica-
tion. We have proposed a theoretical formulation for classification and multi-target
classification and regression. Compared with its Bayesian counterpart for rule lists for
classification, our MDL formulation tries to make fewer assumptions, which we be-
lieve makes it more robust against overfitting. The main limitation of our formulation
is that it assumes that a parsimonious model is interpretable, which is not always the
case [26].

In the case of subgroup lists, it formulates a global perspective of sequential subgroup
discovery. It generalizes the original problem of subgroup discovery to lists and gives
it a balance between the complexity of the list and the quality of the descriptions.

Chapter 4. CLASSY is a heuristic algorithm with very few hyperameters that is com-
petitive against state-of-the-art algorithms. It finds models with similar classification
performance that are more compact and overfit less. It can also be made independ-
ent of its hyperparameters at a computational expense. The main drawback of our
approach is that it is limited to binary input variables and single-target multiclass
problems. Also, compared with RSD of Chapter 5 it does not provide local statistical
guarantees for each of the added rules except that it improves the global score.

Chapter 5. RSD is a heurisitic algorithm that can find subgroup lists for univariate
and multivariate nominal and numeric targets. Contrary to CLASSY it can deal with
both nominal and numeric input variables. In the case of numeric targets, it uses
a dispersion-aware measure to find subgroups with smaller standard deviations in
the target values. Its normalization hyperparameter can change the granularity of
the search from very specific to more general subgroups. One of its disadvantages
is that we do not know how close we are to the global optimum. Also, when the
normalization is used to the maximum (normalized gain), the algorithm is susceptible
to noise in the data, i.e., it would find a different model if small variations are added
to the data.
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6.3 Future Work

This dissertation focuses on predictive rule lists for machine learning and subgroup
lists for subgroup discovery based on the MDL principle. We decided to divide future
work into technical developments that can be achieved soon —short and medium-
term research—and the vision of the role rule-based models can take in machine
learning and data mining— long-term research.

6.3.1 Short and medium-term research

Given the main topics of this dissertation, we will divide the technical advances into
five different lines of research: 1) the MDL formulation of rule lists; 2) predictive rule
lists; 3) subgroup lists; 4) search algorithms, and 5) rule sets.

1) The MDL formulation of rule lists can be extended to different types of target
variables or distributions. First, it is straightforward to combine nominal and nu-
meric targets through independent categorical and normal distributions using the
MDL principle. It gives us an objective measure of both in bits. Then, instead of as-
suming independence between target variables, one can accommodate dependencies
using multivariate numeric distributions. Finally, other types of distributions that can
be more appropriate in different scenarios can be used, such as a Poisson distribution.

2) Predictive rule lists were only empirically tested for multiclass classification.
Chapter 3 already defines the optimal predictive rule list for regression and multi-
target classification and regression; thus, only the algorithm would need to be exten-
ded to these cases.

3) Subgroup lists, and similarly to the MDL future work, could accommodate non-
independent distributions for multivariate targets and propose extensions to RSD find
them.

4) Search algorithms. At the moment, only a greedy separate-and-conquer search
is proposed. It would be essential to test the feasibility of optimal search algorithms
such as branch-and-bound or Markov Chain Monte Carlo (MCMC).

5) Rule sets. In this dissertation, we only study rule lists (ordered rule sets). Extend-
ing the MDL theory and algorithms to overlapping rule sets would be a considerable
development.
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6.3.2 Long-term research

In terms of long-term research, the main directions we envision are related to better
approximations of the real problems with fewer assumptions about the ideal beha-
vior of the data. We will divide the topics into four groups: 1) interpretability; 2)
rule-based models for sequential data; 3) rule-based models for image data; and 4)
causal analysis.

1) Interpretability. As mentioned before, interpretability is subjective, and one can-
not expect to have one universal formulation that works for everyone. Also, every
person has a unique background that will make, e.g., some variables in the data easier
to understand than others. For this reason, it is necessary to insert the human in the
learning loop by having an algorithm that takes into consideration both objective con-
cepts and the subjective nature of each individual. A path towards this end would be
to start with an MDL formulation of a problem similar to ours, representing a tabula
rasa or the minimum level of assumptions possible. Then, build upon the subjective
characteristics of the user. This last part is crucial, and there are many options for it.
It can be done at the beginning in the form of something similar to Bayesian priors
or iteratively by presenting the user with a model and querying her about what they
prefer (or not). At no point should the model overfit the data, and for that, the tabula
rasa represents a baseline of the best formulation with minimum assumptions.

2) Rule-based models for sequential data. Even though there is already research
on this direction, it tends to be composed of heuristics that lack statistical robustness.
It would be interesting to conjugate the MDL principle with rule-based models for
sequential data that formally consider dynamic learning and concept drift.

3) Rule-based models for image data. Rule-based models are shallow learners be-
cause they take the input variables as they come and do not transform them into
more complex features. For this reason, to make rule-based models appropriate for
image analysis, it is necessary that they either make their transformations or that they
couple with other tools, such as classic computer vision techniques or neural networks
that return human-understandable macro structures. A specific case of interest would
be to use an image segmentation tool coupled with subgroup discovery to identify
regions in the data that stand out with respect to a particular target, e.g., to describe
areas in satellite image data with more pollution than the average.

4) Causal analysis. In supervised learning, it is usually assumed that any variable
present in the data can be used to predict or describe the target variable. However, not
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all variables have the same relationship with the target, as some can cause the target,
be caused by it, or be independent. Also, input variables can be caused by other input
variables. If one pays attention to the causal relationships when learning predictive
models, it allows one to find robust models that generalize to distributions different
from the training data. Also, considering the causal relationships in the data allows
asking questions about counterfactuals or “What if something would have happened
differently than we see on the data?”.
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A
Kullback-Leibler divergence between

two normal distributions

Let us assume two normal probability distributions, p(x) ∼ N (µp, σp) and q(x) ∼
N (µq, σq). The Kullback-Leibler divergence of q from p is:

KLµ,σ(p; q) =

∫ +∞

−∞
p(x) log p(x) dx−

∫ +∞

−∞
p(x) log q(x) dx

= Ep
[
log p(x)

]
− Ep

[
log q(x)

]
= −1

2

(
log e+ log 2πσ2

p

)
+

1

2
log 2πσ2

q + Ep

[
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2σ2
q

log e

]

= − log e

2
+ log

σp
σq

+ Ep

[
x2 − 2xµq + µ2

q

2σ2
q

log e

]

= − log e

2
+ log

σq
σp

+
σ2
p + µ2

p − 2µpµq + µ2
q

2σ2
q

log e

= − log e

2
+ log

σq
σp

+
σ2
p + (µp − µq)2

2σ2
q

log e.

(A.1)

Note that in the specific case where the Kullback-Leibler divergence only takes into
account the means and assumes both standard deviations equal, i.e., p(x) ∼ N (µp, σ)

and q(x) ∼ N (µq, σ) one obtains:

KLµ(p; q) =
(µp − µq)2

2σ2
log e, (A.2)

and the weighted version of this KLµ, i.e., WKLµ = nKLµ(p; q), is similar to the
most common subgroup discovery quality functions used for numeric targets that do
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not take into account the dispersion of the subgroup, such as the weighted relative
accuracy or the mean-test [75], which uses the square root of KLµ. We will call this
measure the Weighted Kullback-Leibler without dispersion.



B
Prequential plug-in encoding for rule

lists with categorical distributions

For this section, let us assume that we have a dataset D = {X, Y }, Y has k = |Y|
class labels and a model M that forms a partition over the whole data. The model M
divides the data D in ω parts, of the form {(X1, Y 1), · · · , (Xω, Y ω)}. Each part has an
associated categorical distribution with estimated parameters Θ̂i over the target part
Y i (as defined in Section 2.4).

Before introducing the prequential plug-in code it is necessary to introduce one main
building block, the smoothed maximum likelihood estimator for a subset i:

p̂c|i =
nc|i + ε

ni + |Y|ε
. (B.1)

Unlike the regular maximum likelihood estimator, this smoothed variant—known as
Laplace smoothing—adds a (small) pseudocount ε to each class-specific usage even
when that class has no counts. This avoids zero probabilities for any class label and
corresponds in Bayesian statistics to using a symmetric Dirichlet prior ε for each class
[42].
Now, the main idea of the prequential plug-in code is to sequentially predict the points
in a subset, starting with no knowledge about their distribution and updating it each
time it receives a point using the Equation (B.1). Intuitively, this means that one starts
with a pseudocount ε for each possible element, constructs a code using these pseudo-
counts, starts encoding/sending/decoding messages one by one, and then updates the
count of each element after sending/receiving each individual message. The prequen-
tial plug-in code is asymptotically optimal even without any prior knowledge on the
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probabilities [48].
Applying this idea to encode the class labels in Y and ignoring the data partition
at the moment, initially each class label has a pseudocount of ε. Hence, when send-
ing the first class label, y1, we effectively use a uniform code, i.e., − log ε

kε . After
that, however, we increase the count of that class label by one. Normalizing the up-
dated counts results in a new categorical probability distribution—hence a new code:
− log ε+1

kε+1 . This code is the best possible code given the data seen so far and is equal to
the smoothed maximum likelihood of Eq. (B.1). Formally, the plug-in code for encod-
ing the class labels is defined as

Prplug-in(yu = c | Y |u−1) ..=
|{y ∈ Y |u−1 | y = c}|+ ε∑

c′∈Y |{y ∈ Y |u−1 | y = c′}|+ ε
, (B.2)

where u ∈ N, yu represents the uth class label in Y , Y |u−1 = {y1, ..., yu−1} represents
the sequence of the u − 1 first class labels, and ε is the pseudocount necessary for
Prplug-in(y1 = c | Y |0) = ε/kε = 1/k to be valid. The most common values for ε, which
takes the role of a prior in the Bayesian literature [125], are the Jeffrey’s prior of 0.5

or the uniform prior of 1. For simplicity in our experiments, the value of ε = 1 was
used to obtain natural factorials instead of gamma functions as can be seen next.
We now show how this prequential plug-in code can be used in the encoding of the
class labels of a dataset partitioned in ω parts. But assuming no interaction between
the parts, the total encoding is equal to the sum of its parts:

Lplug-in(Y | X,M) = − log

ω∏
i

Prplug-in(Y i) =

ω∑
i

Lplug-in(Y i), (B.3)

where Lplug-in(Y i) = − log Prplug-in(Y i).
Inserting the prequential plug-in code (B.2) in (B.3) we obtain for each part Y i:

Lplug-in(Y i) = − log

 ni∏
u=1

Prplug-in(yu | Y i|u−1)


= − log

(∏k
c=1

∏nc|i−1
u=0 (u+ ε)∏ni−1

u=0 (u+ kε)

)

= − log

(∏k
c=1(nc|i − 1 + ε)!/(ε− 1)!

(ni − 1 + kε)!/(kε− 1)!

)

= − log

(∏k
c=1 Γ(nc|i + ε)/Γ(ε)

Γ(ni + kε)/Γ(kε)

)
,

(B.4)

where Y i|u is a sequence of class labels of length u in part Di, and ni = |Di| and
nc|i = |Dc|i|. Further, Γ is the gamma function, an extension of the factorial to real
and complex numbers that is given by Γ(u) = (u− 1)!.
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This code starts from sequential data, but as one can see in Eq. (B.4), the order in
which one transmits class labels does not matter. In the end, the formulation is order
agnostic and only depends on the counts per class label.





C
Normalized Maximum Likelihood for

rule lists with categorical distributions

For this section, let us assume that we have a dataset D = {X, Y } and model M that
forms a partition over the whole data. Model M divides the data D in ω parts, of the
form {(X1, Y 1), · · · , (Xω, Y ω)}. Each part has an associated categorical distribution
with estimated parameters Θ̂i over the target part Y i (as defined in Chapter 2.4).
Here we show that the NML encoding of a partition equals the sum of the NML
encoding of its parts:

LNML(Y | X,M) =

ω∑
i=1

LNML(Y i). (C.1)

Note that in the case of a subgroup list, as the default rule does not require NML
encoding, the M used in this section represents the subgroups S, and D represents
the data covered by these. In the case of a tree or rule list,M represents the model that
partitions the data at the leaves and rules (including default rule), respectively, and
D the whole dataset. There is no loss of generality for subgroup lists as the separation
property allows us to separate the encoding of the default rule.
First, lets recall the definition of the NML probability distribution [115]:

LNML(Y | X,M) = − log

(
Pr(Y | X; M̂(Y | X))∑

Z∈Yn Pr(Z | X; M̂(Z | X))

)
,

where Yn is the set of all possible sequences of n points with k = |Y| categories,
M̂(Y | X) and M̂(Z | X) are the models with parameters estimated according to the
maximum likelihood over the data Y and Z, respectively. Taking into account that
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our data is independent and identically distributed (i.i.d.), and that our model M
partitions the data into ω parts, we can further develop the previous formula to:

LNML(Y | X,M)
i.i.d.
= − log

( ∏n
i=1 Pr(yi | xi; M̂(Y | X))∑

Z∈Yn

∏n
i=1 Pr(zi | xi; M̂(Z | X))

)

= − log

( ∏ω
i′=1 Pr(Y i

′
; Θ̂(Y i

′
))∑

Z∈Yn

∏ω
i′=1 Pr(Zi′ ; Θ̂(Zi′))

)

= − log

(∏ω
i′=1 l(Θ̂

i′ | Y i′)
g(Y,X,M)

)

= − log

 ω∑
i′=1

l(Θ̂i′ | Y i
′
)

+ log g(Y,X,M),

(C.2)

where l(Θ̂i′ | Y i′) is the likelihood function for each of the ω parts and g(Y,X,M) is
a complexity function that depends on these three variables.
The first term is already independent for each part, although the second is not.
Let us now look at g(Y,X,M) when we only have one part in the dataset, i.e., D1.
We will call this term the NML complexity of a multinomial distribution and denote it
by C(n1, k) of one part D1 = {Y 1, X1}, with n1 = |D1| and k = Y

C(n1, k) = log

 ∑
Z∈Yn1

Pr(Z1; Θ̂(Z1))


= log

 ∑
Z∈Yn1

n1∏
i=1

Pr(zi; Θ̂(Z1))


= log

 ∑
n1|1+n2|1+...+nk|1=n1

n1!

n1|1!n2|1!...nk|1!

∏
c∈Y

(
nc|1

n1

)nc|1


(C.3)

where nc|1 is the number of points of category c in Y 1, and the passage from the
second equality to the last is a property of multinomial distributions commonly used
to make the computation of C(na, k) simpler [48]. It is interesting to note that C(na, k)

only depends on the number of points in Y 1 and its cardinality, not on the actual
values. This term, i.e., the complexity of a multinomial distribution over n1 points
with k possible values, measures the likelihood of each possible sequence.
Now we must generalize from a part to the partition of the dataset. To illustrate how
to do this, let us first look at Table C.1, which shows an example of all the possible
sequences in a fixed-length three-part partition of the data. Taking into account those
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Table C.1: All possible sequences of a partition of fixed length of the data in three
parts. Fixed length means that all possible parts always have the same amount of
points, as e.g. |A1| = |A2| = · · · = |Aa| = nA.

Part 1 Part 2 Part 3

A1 B1 C1

A1 B1 C2

...
...

...
A1 B2 C1

...
...

...
Aa Bb Cc

three parts, let us look at how the probabilities of all those sequences could be com-
puted:

∑
∀a,b,c

Pr(Aa) Pr(Bb) Pr(Cc) =

∑
∀a

Pr(Aa)

 ·
∑
∀b,c

Pr(Bb) Pr(Cc)


=

∑
∀a

Pr(Aa)

 ·
∑
∀b

Pr(Bb)

 ·
∑
∀c

Pr(Cc)

 ,

where this follows naturally from the distributive property of the multiplication. It is
easy to see that this generalizes to partitions of any number of parts. Thus, going back
to the complexity term g(Y,X,M), we can see that

log g(Y,X,M) = log
∑
Z∈Yn

ω∏
i′=1

Pr(Zi
′
; Θ̂(Zi

′
))

= log

ω∏
i′=1

∑
Zi′∈Yn

i′

Pr(Zi
′
; Θ̂(Zi

′
))

=

ω∑
i′=1

log
∑

Zi′∈Yn
i′

Pr(Zi
′
; Θ̂(Zi

′
))

=

ω∑
i′=1

log C(ni′ , k)

(C.4)
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Substituting this back into Eq. (C.2), we obtain what we wanted:

LNML(Y | X,M) = − log

 ω∑
i=1

l(Θ̂i | Y i)

+

ω∑
i=1

log C(ni, k)

=

ω∑
i=1

l(Θ̂i | Y i) + C(ni, k)

=

ω∑
i=1

LNML(Y i)

(C.5)



D
Bayesian encoding of a normal

distribution with mean and standard
deviation unknown

For encoding a sequence of numeric valued i.i.d. observations such as Y = {y1, ...., yn},
the Bayesian encoding takes the following form:

PBayes(Y ) =

∫
Θ

f(Y | Θ)w(Θ) dΘ, (D.1)

where f is the probability density function (pdf), Θ is the set of parameters of the
distribution, and w(Θ) the prior over the parameters. In the case of a normal distri-
bution Θ = {µ, σ}, with µ and σ being its mean and standard deviation, respectively,
the pdf f(Y | Θ) over a sequence Y is the multiplication of the individual pdfs, thus:

f(Y | µ, σ) =
1

(2π)n/2σn
exp

− 1

2σ2

n∑
i

(yi − µ)2

 , (D.2)

In order not to bias the encoding for specific values of the parameters, we choose to
use the constant Jeffrey’s prior of 1/σ2 for the unknown parameters µ and σ, and add
an extra. Thus, our prior is given by:

w(µ, σ) =
1√

2πσ2
, (D.3)

where 1/
√

2π was added for normalization reasons.
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Putting everything together, one obtains:

PBayes(Y ) =

= (2π)−
n+1
2

∫ +∞

−∞

∫ +∞

0

1

σn+2
exp

− 1

2σ2

 n∑
i

(yi − µ)2


 dσ dµ.

(D.4)

The integrals over the whole space of the parameters µ and σ allow to penalize the
fact that we do not know the statistics a priori, thus penalizing the fact that a distri-
bution over n points could, by chance, have the same statistics as the one found in
the data.
Note that using an improper prior requires that we somehow make it proper, i.e., we
need to find a way to make the integration over the prior finite

∫ ∫
w(µ, σ) = K,

where K is a constant value. The usual way to make an improper prior finite is to
condition on the k minimum number observations Y |k ∈ Y needed to make the
integral proper [48], which in the case of two unknowns (µ and σ) is k = 2. Thus,
instead of using w(µ, σ) we will in practice be using w(µ, σ | Y |2), and using the the
chain rule and the Bayesian formula returns a total encoding of Y equal to

P (Y ) = PBayes(Y | Y |2)P (Y |2) =
PBayes(Y )

PBayes(Y |2)
P (Y |2) (D.5)

where P (Y |2) is a non-optimal probability used to define Y |2 = {y1, y2} that we will
define later and y1, y2 chosen in a way that maximizes P (Y ). Now that we have all
the ingredients to define P (Y ) we will start by defining PBayes(Y ) and then choose
the appropriate probability for P (Y |2).
To solve the first integral of PBayes(Y ) in Eq. (D.4), we integrate in σ and note that
the formula is an instance of the gamma function,

Γ(k) =

∫ +∞

0

zk−1e−z dz, (D.6)

with the corresponding variable transformation:

z =
A

2σ2
;

1

σ
=

21/2z1/2

A1/2
; dσ = − σ

2z
dz; A =

 n∑
i

(yi − µ)2

 , (D.7)

Performing the variable transformation and noting that the minus sign of dz cancels
with the reversing of the integral limits, we get:

PBayes(Y ) =

= Γ

(
n+ 1

2

)
2

n+1
2 −1(2π)−

n+1
2

∫ +∞

−∞

 n∑
i

(yi − µ)2

−
n+1
2

dµ,
(D.8)
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which reveals that the prior on the effect size ρ, and specifically its standard deviation
parameter τ , is equivalent to adding 1/τ2 virtual points to the original data.

To solve the integral in µ we need to introduce the statistics µ̂ and σ̂ as the values
estimated from the data. We define these quantities as:

µ̂ =
1

n

n∑
i

yi; σ̂2 =
1

n

n∑
i

(yi − µ̂)2 , (D.9)

where µ̂ is the mean estimator over n data points and σ̂2 is the estimator of the
variance. Note that for the variance the biased version with n was used instead of
with n − 1 as it allows to compute the Residual Sum of Squares (RSS) directly by
RSS = nσ̂.

Focusing now on the interior part of the integral of Eq. D.8 and rewriting it in order
to resemble the t-student distribution, we obtain:

 n∑
i

(yi − µ)2

−(n+1)/2

=

 n∑
i

(yi)2 − nµ̂2 + nµ̂2 − 2nµ̂µ+ nµ2

−(n+1)/2

=

 n∑
i

(yi)2 − nµ̂2 + n(µ̂− µ)2

−(n+1)/2

=

[
nσ̂′

2
+ n(µ̂′ − µ)2

]−(n+1)/2

=

[
nσ̂2

]−(n+1)/2
[

1 +
(µ̂− µ)2

σ̂2

]−(n+1)/2

[
nσ̂2

]−(n+1)/2
[

1 +
1

n

(
µ̂− µ
s2
s

)2
]−(n+1)/2

,

(D.10)

where s2
s = σ̂2/n is the “sampling” variance. Now, taking into account the fact that

the integral of the t-student distribution over the whole space is equal to one, and
reshuffling around its terms we get

∫ +∞

−∞

[
1 +

1

n

(
µ̂− µ
ss

)2
]−n+1

2

dµ =
Γ
(
n
2

)√
πnss

Γ
(
n+1

2

) . (D.11)
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Inserting this back in Eq. D.4 we obtain:

PBayes(Y ) =

= Γ

(
n+ 1

2

)
2

n+1
2 −1(2π)−

n+1
2

Γ(n2 )
√
πnss

Γ(n+1
2 )

[
nσ̂2

]−(n+1)/2

= 2−1π−
n
2 Γ

(
n

2

)
1√
n

[
nσ̂2

]−n
2

,

(D.12)

Returning to the the conditional probability of Eq. (D.5), we see that we still need to
define P (Y |2), the non-optimal probability of the first two-points. As in the case of our
model class we assume that the dataset overall statistics are known, i.e., Θ = {µ̂d, σ̂d},
we will use this distribution to find the probability of the points Y |2 = {y1, y2} as :

P (Y |2) = log 2π + log σ̂d +

 1

2σ̂2
d

2∑
i

(yi − µ̂d)2

 log e. (D.13)

Finally, applying the minus logarithm base 2 to all the terms in Eq (D.5) to obtain the
total code length in bits,

LBayes2.0(Y ) = − logPBayes(Y ) + logPBayes(Y
|2)− logP (Y |2)

= 1 +
n

2
log π − log Γ

(
n

2

)
+

1

2
log n+

n

2
log
(
nσ̂2

n

)
− 1− 2

2
log π + 0− 1

2
− log

 2∑
i

(yi − µ̂2)2


+

2

2
log π + log σ̂d +

 1

2σ̂2
d

2∑
i

(yi − µ̂d)2

 log e

=
n

2
log π − log Γ

(
n

2

)
+

1

2
log n+

n

2
log
(
nσ̂2

n

)
+ Lcost(Y

|2),

(D.14)

where µ̂2 is the estimated mean of y1, y2 and Lcost(Y |2) is the extra cost incurred of
not being able to use a refined encoding for Y |2. Now that the length of the encoding
is defined, we just need to choose the two points. i.e., y1, y2. Because we want to
minimize this length, we notice that there are only two terms that contribute to it in
Lcost(Y

|2), and thus by choosing the two observations close to µ̂d minimizes both the
encoding of P (Y |2) and maximize PBayes(Y |2) for most cases. There are exceptions to
this, depending on the respective values of µd and y1, y2 but these are not significant
to change the values too much and also requires less computational search to find the
points.



E
Bayesian encoding convergence to BIC

for large n

This section shows that for a large number of instances n, the Bayesian encoding of
Appendix D converges to the Bayesian Information Criterion (BIC). Thus, Eq. (D.14))
converges to the encoding of a normal distribution with mean and standard deviation
known plus log n. First, the encoding of a normal distribution with mean and standard
deviation known over n i.i.d. points is equal to the sum of the individual encodings:

L(Y | Θ̂) =
n

2
log 2π +

n

2
log σ̂2 +

 1

2σ̂2

n∑
i

(yi − µ̂)2

 log e. (E.1)

Second, we need to use the Stirling’s approximation of the Gamma function for large
n:

− log Γ

(
n

2

)
∼ −1

2
log π − 1

2
log (n− 2)−

(
n

2
− 1

)
log

(
n

2
− 1

)
+

(
n

2
− 1

)
log e,

(E.2)



148

and finally we insert it into Eq. (D.14) and assume τ = 1 to obtain:

L(Y ) ∼

∼ 1 +
n− 1

2
log π +

1

2
log

(
n

n− 2

)
+
n

2
log

(
nσ̂2

n/2− 1

)
+

(
n

2
− 1

)
log e

+ log

(
n

2
− 1

)
+ Lcost(Y

|2)

∼ n

2
log π +

n

2
log 2σ̂2 +

 1

2σ̂2

n∑
i

(yi − µ)2

 log e+ log n− log e+ Lcost(Y
|2)

= L(Y | Θ̂) + log
n

e
+ Lcost(Y

|2)

∼ 1

2

(
2L(Y | Θ̂) + 2 log n− 2 log e

)
=

1

2
BIC,

(E.3)

where from the second to the third line, we assumed large n, making some of the
terms disappear, while the definition nσ̂2 =

∑n
i (yi − µ)2 is used for making the

third term of the third expression appear. From the fourth to the fifth expressions, it
assumes that Lcost(Y |2) is negligible, as it is the cost of not being able to encode the
first two points optimally. For the Bayes information criterion, we used its standard
definition,

BIC = −2 ln `(Θ | Y ) + k lnn, (E.4)

where `(Θ | Y ) is the likelihood as estimated from the data, and k is the number of
parameters, which in our case is 2.



F
Datasets used for classification

experiments

The 17 datasets used for classification are shown in Table F.1, and were retrieved from
LUCS/KDD1 repository. The datasets all have binary explanatory variables.

1http://cgi.csc.liv.ac.uk/~frans/KDD/Software/LUCS-KDD-DN/DataSets/dataSets.html

http://cgi.csc.liv.ac.uk/~frans/KDD/Software/LUCS-KDD-DN/DataSets/dataSets.html
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Table F.1: Dataset properties: number of {samples, binary variables, classes, average
number of candidate patterns per fold for CLASSY with nmin. = 5% and dmax =

4}. The datasets are ordered first by number of classes and then by the number of
samples.

Dataset |D| |V | |Y| |Cands|

hepatitis 155 48 2 39137

ionosphere 351 155 2 332560

horsecolic 368 81 2 23552

cylBands 540 120 2 304749

breast 699 14 2 299

pima 768 34 2 543

tictactoe 958 26 2 1907

mushroom 8124 84 2 79602

adult 48842 96 2 7231

iris 150 14 3 144

wine 178 63 3 13439

waveform 5000 96 3 86889

heart 303 46 5 21876

pageblocks 5473 39 5 2902

led7 3200 22 10 2507

pendigits 10992 81 10 107001

chessbig 28056 54 18 1384



G
RSD supplementary empirical

evaluation

G.1 Datasets used for subgroup discovery experiments

The datasets selected are commonly used in machine learning and subgroup discov-
ery, and were retrieved from UCI [29], Keel [4], MULAN [117] repositories. The data-
sets for nominal and numeric targets experiments are in Table G.1 and G.2, respect-
ively.
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Table G.1: Nominal targets datasets for subgroup discovery: single-binary, single-
nominal and multi-label. Dataset properties: number of {target variables T ; target
labels |Y|; samples |D|; type of variables (nominal/numeric)}.

Dataset T |Y| |D| V (nom./num.)

sonar 1 2 208 (0/60)

haberman 1 2 306 (0/3)

breastCancer 1 2 683 (0/9)

australian 1 2 690 (0/14)

TicTacToe 1 2 958 (9/0)

german 1 2 1 000 (13/7)

chess 1 2 3 196 (36/0)

mushrooms 1 2 8 124 (22/0)

magic 1 2 19 020 (0/10)

adult 1 2 45 222 (8/6)

iris 1 3 150 (0/4)

balance 1 3 625 (0/4)

CMC 1 3 1 473 (0/9)

page-blocks 1 5 5 472 (0/10)

nursery 1 5 12 960 (7/1)

automobile 1 6 159 (10/15)

glass 1 6 214 (0/10)

dermatology 1 6 358 (0/34)

kr-vs-k 1 18 28 056 (6/0)

abalone 1 28 4 174 (1/7)

emotions 6 2 593 (0/72)

scene 6 2 2407 (0/294)

flags 7 2 194 (9/10)

yeast 14 2 2417 (0/103)

birds 19 2 645 (/258)

genbase 27 2 662 (1186/0)

mediamill 101 2 43 907 (0/120)

CAL500 174 2 502 (0/68)

Corel5k 374 2 5000 (499/0)
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Table G.2: Numeric targets datasets for subgroup discovery: single-numeric and multi-
numeric. Dataset properties: {number of target variables T ; minimum and maximum
target values [min.,max.]; number of samples |D|; number of type of variables (nom-
inal/numeric)}.

Dataset T [min.;max.] |D| V (nom./num.)

baseball 1 [109; 6100] 337 (4/12)

autoMPG8 1 [9; 46.6] 392 (0/6)

dee 1 [0.8; 5.1] 365 (0/6)

ele-1 1 [80; 7675] 495 (0/2)

forestFires 1 [0; 1091] 517 (0/12)

concrete 1 [3; 21] 1030 (0/8)

treasury 1 [29; 90] 1049 (0/15)

wizmir 1 [29; 90] 1461 (0/9)

abalone 1 [1; 29] 4177 (0/8)

puma32h 1 [−0.0867; 0.0898] 8192 (0/32)

ailerons 1 [−0.0036; 0] 13750 (0/40)

elevators 1 [0.012; 0.078] 16599 (0/18)

bikesharing 1 [1; 977] 17379 (2/10)

california 1 [14999; 500001] 20640 (0/8)

house 1 [0; 500001] 22784 (0/16)

edm 2 [−1; 1] 154 (0/16)

enb 2 [6.01; 48.03] 768 (0/8)

slump 3 [0; 78] 103 (0/7)

sf1 3 [0; 4] 323 (0/10)

sf2 3 [0; 8] 1066 (0/10)

jura 3 [0.135; 166.4] 359 (0/15)

osales 12 [500; 795000] 639 (0/413)

wq 14 [0; 5] 1060 (0/16)

oes97 16 [30; 48890] 334 (0/263)

oes10 16 [30; 64560] 403 (0/298)
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G.2 Analysis of RSD compression gain hyperparameter

In this section, we present a thorough comparison of the normalization term β of RSD,
where β = 1 is the normalized gain and β = 0 the absolute gain. RSD is executed
with the same hyperparameters (beam width, number of cut points for numerical
variables, and maximum depth of search) as in the experiments section, i.e., wb = 100,
ncut = 5, dmax = 5. The different types of gain are compared for all the benchmark
datasets described in the paper in terms of their compression ratio (defined later) in
Figure G.1, Sum of Weighted Kullback-Leibler divergency (SWKL) in Figure G.2, and
number of rules in Figure G.3. The compression ratio is the length of the found model
L(D,M) divided by the length of encoding the data with the dataset distribution (a
model without subroups) L(D | Θ̂d)

L% =
L(D,M)

L(D | Θ̂d)
(G.1)
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Figure G.1: Compression ratio obtained with β = 0 (absolute gain), β = 0.5, and
β = 1 (normalized gain).
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Figure G.2: Normalized SWKL obtained with β = 0 (absolute gain), β = 0.5, and
β = 1 (normalized gain).
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Figure G.3: Number subgroups obtained with β = 0 (absolute gain), β = 0.5, and
β = 1 (normalized gain).
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G.3 Analysis of RSD beam search hyperparameters

In this section, we present a thorough comparison of the beam search hyperparamet-
ers influence on RSD output. As a complete search over the whole combination of
hyperparameters is unfeasible, we present here an exploration over the hyperpara-
meters used for the experimental comparison in the paper (wb = 100, ncut = 5,
dmax = 5), i.e., we fix two of the parameters on the aforementioned values and then
proceed to change the selected hyperparameter of interest, and we do this for all the
3 parameters. The line between the dots of the same colour does not represent an
interpolation and is merely used to aid visualization and suggest trends.
Note on relative compression. It may seem that the values of the relative compression
remain constant but that is an illusion due to the scale of the y axis. As the com-
pression ratio is given by the division of large values (usually above the thousands)
its value with two decimal digits can be misleading. Nonetheless, in general, when
zooming over the figures one can discern a slight improvement (smaller values) for
larger values of the hyperparameters.
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Figure G.4: Compression ratio obtained by varying the maximum search depth fixing
wb = 100, ncut = 5 and β = 1 (normalized gain). The black vertical line represents
the value used in the experiments section for subgroup lists (Section 5.3).
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Figure G.5: Average number of conditions per subgroup obtained by varying the max-
imum search depth fixing wb = 100, ncut = 5 and β = 1 (normalized gain). The black
vertical line represents the value used in the experiments section for subgroup lists
(Section 5.3).
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(a) Univariate nominal target.
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Figure G.6: Compression ratio obtained by varying the beam width and fixing dmax =

5, ncut = 5 and β = 1 (normalized gain). The black vertical line represents the value
used in the experiments section for subgroup lists (Section 5.3).
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Figure G.7: Compression ratio obtained by varying the number of cut points and fixing
wb = 100, dmax = 5 and β = 1 (normalized gain). The black vertical line represents
the value used in the experiments section for subgroup lists (Section 5.3).
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G.4 Results of non-sequential subgroup set discovery
algorithms

The comparison of RSD with subgroup set discovery algorithms that return sets (and
not lists) can be seen in Table G.3.

Table G.3: Single nominal target results for non-sequential methods plus RSD. This
includes single-binary, single-nominal, respectively separated by an horizontal line in
the table. The properties of the datasets can be seen in Table G.1, and are ordered
by number target variables, number of classes, and number of samples, in this order.
The evaluation measures are {quality of the subgroup set swkl; number of subgroups
|S|; and average number of conditions |a|}. Note that FSSD does not work for single-
nominal case and MCTS4DM only works for datasets with the same type of explan-
atory variables and thus the empty values −. *as DSSD has as stopping criteria the
maximum number of subgroups was selected as the number of subgroups found by
RSD, and total overlapping subgroups were posteriorly removed.

DSSD MCTS4DM FSSD RSD

datasets swkl |S|∗ |a| swkl |S| |a| swkl |S| |a| swkl |S| |a|
sonar 0.33 2 5 − − − 0.05 1 43 0.430.430.43 2 3

haberman 0.080.080.08 1 4 0.080.080.08 1 3 0.04 11 3 0.04 1 1

breastCancer 0.79 6 3 0.81 6 4 0.35 6 9 0.820.820.82 6 2

australian 0.50 3 3 0.54 7 6 0.33 15 12 0.550.550.55 5 2

tictactoe 0.50 4 3 − − − 0.20 5 3 0.870.870.87 16 2

german 0.150.150.15 4 5 − − − 0.10 6 11 0.14 4 3

chess 0.76 11 4 − − − 0.34 4 15 0.970.970.97 17 2

mushrooms 0.97 3 4 − − − 0.40 5 20 1.001.001.00 12 1

magic 0.30 40 3 − − − 0.06 3 10 0.470.470.47 69 4

adult 0.24 31 5 − − − 0.00 1 10 0.310.310.31 103 4

avg. rank 1.8 1.7 2.0 − − − 3.0 1.9 2.9 1.21.21.2 2.5 1.1

iris 1.44 3 2 1.451.451.45 4 3 − − − 1.44 4 1

balance 0.63 9 3 − − − − − − 0.690.690.69 9 3

CMC 0.18 7 3 0.16 20 4 − − − 0.250.250.25 7 2

page-blocks 0.36 19 3 − − − − − − 0.490.490.49 21 3

nursery 0.92 2 3 − − − − − − 1.631.631.63 81 3

automobile 0.85 5 5 − − − − − − 1.251.251.25 5 2

glass 1.55 3 1 1.12 5 6 − − − 1.921.921.92 5 1

dermatology 1.85 6 3 1.02 9 6 − − − 2.112.112.11 9 2

kr-vs-k 0.62 13 3 − − − − − − 1.831.831.83 351 3

abalone 0.53 14 3 − − − − − − 0.740.740.74 16 2

avg. rank 1.9 1.2 1.7 − − − − − 1.11.11.1 1.9 1.3
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Samenvatting

Regels bieden een eenvoudige vorm voor het opslaan en delen van informatie over
de wereld. Als mensen gebruiken we elke dag regels. Een arts die iemand met griep
diagnosticeert, gebruikt bijvoorbeeld de regel: ”als een persoon koorts of keelpijn
heeft, dan heeft hij of zij griep”. Hoewel een individuele regel alleen eenvoudige
gebeurtenissen kan beschrijven, kunnen verschillende, geaggregeerde regels geza-
menlijk complexere scenario’s beschrijven, zoals de volledige set diagnostische regels
die (impliciet) door een arts worden gebruikt.

Gezien het veelvuldige gebruik van regels in verschillende domeinen, is het geen
verrassing dat op regels gebaseerde modellen tot een van de eerstegebruikte tech-
nieken behoorden om computers uit te rusten met besluitvormingsmechanismen.
Oorspronkelijk voerden mensen regels rechtstreeks in een computersysteem in; met
de beschikbaarheid van grote hoeveelheden data verschoof de interesse naar het leren
van regels uit data. De elektronische dossiers van een arts, waarin is vastgelegd of
zijn patienten wel of geen griep hebben op basis van hun symptomen, kunnen bij-
voorbeeld gebruikt worden om het besluitvormingsproces van de desbetreffende arts
te achterhalen.

Het gebruik van regels omvat vele gebieden in de informatica; in dit proefschrift
richten we ons op de op regels gebaseerde modellen voor machine learning en datamin-
ing. Machine learning is erop gericht om op basis van data het model te leren dat
toekomstige (niet eerder waargenomen) gebeurtenissen het beste voorspelt. Datamin-
ing heeft als doel om interessante patronen te vinden in de beschikbare data. In het
bijzonder richten we ons op de volgende onderzoeksvraag: “Hoe leren we robuuste
en interpreteerbare op regels gebaseerde modellen van data voor machine learning
en datamining, en definiëren we het optimale model?”
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Om deze vraag te beantwoorden gebruiken we het Minimum Description Length
(MDL) principe, waarmee we de optimaliteit van op regels gebaseerde modellen voor
een bepaalde dataset kunnen bepalen. Informeel is het beste model voor een spe-
cifieke dataset het eenvoudigste model dat de data goed beschrijft. De specifieke mod-
elklasse waarop we ons concentreren zijn zogenaamde regellijsten, d.w.z. geordende
verzamelingen regels die opeenvolgend worden gëınterpreteerd. Helaas is het vinden
van een optimaal model in de meeste gevallen computationeel onhaalbaar. Daarom
stellen we heuristische algoritmen voor die goede modellen vinden en daarbij enkele
garanties geven. We testen onze algoritmen empirisch om onze aanpak te valideren,
en laten zien dat ze in de meeste gevallen beter of vergelijkbaar presteren in vergelijk-
ing met de state of the art.



Summary

Rules provide a simple form of storing and sharing information about the world. As
humans, we use rules every day, such as the physician that diagnoses someone with
flu, represented by “if a person has either a fever or sore throat (among others), then
she has the flu.”. Even though an individual rule can only describe simple events, sev-
eral aggregated rules can describe more complex scenarios, such as the complete set
of diagnostic rules employed by a physician.

Given their abundant use, it is no surprise that rule-based models were some of the
first techniques used to equip computers with decision-making capabilities. In the
beginning, humans entered rules directly into computer systems; however, with the
availability of large amounts of data, the interest shifted to learning rules from data.
For example, the records of a physician’s diagnoses of patients who either have flu
or not based on their symptoms can be used to learn that doctor’s decision-making
process. The use of rules spans many fields in computer science, and in this disserta-
tion, we focus on rule-based models for machine learning and data mining. Machine
learning focuses on learning from data the model that best predicts future (previously
unseen) events. Data mining aims to find interesting patterns in the available data.
Specifically, we are concerned with the research question: “How to learn robust and
interpretable rule-based models from data for machine learning and data mining, and
define their optimality?”

To answer such a question, we employ the Minimum Description Length (MDL) prin-
ciple, which allows us to define the optimality of rule-based models for a particular
dataset. Informally, the best model for a specific dataset is the simplest one that de-
scribes the data well. The specific model class we focus on is the rule list, i.e., an
ordered set of rules that are interpreted sequentially. Nonetheless, finding an op-
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timal model is computationally infeasible in most cases. Thus, we propose heuristic
algorithms that find good models with some guarantees. We test our algorithms em-
pirically to validate our approach and show that they achieve, in most cases, better or
similar performance to the state-of-the-art in machine learning and data mining.



Resumo

Regras são uma forma simples de armazenar e partilhar informação sobre o mundo.
Como seres humanos, usamos regras todos os dias, tal como o médico que diagnost-
ica alguém com gripe, representada da forma “se uma pessoa tem febre ou dor de
garganta (entre outras aflições), então ela tem gripe.”. Embora uma regra só possa
descrever eventos simples, o agregamento de várias regras pode descrever cenários
mais complexos, como o conjunto de todas as regras de diagnóstico usadas por um
médico.

Dado seu uso abundante, não é surpresa que os modelos baseados em regras ten-
ham sido umas das primeiras técnicas usadas para equipar computadores com poder
de decisão. Inicialmente, as pessoas inseriam as regras diretamente nos sistemas dos
computadores; no entanto, com a disponibilidade de grandes quantidades de dados,
o interesse voltou-se para aprender regras a partir dos dados. Por exemplo, os re-
latórios de diagnósticos de um médico sobre se os seus pacientes têm ou não gripe
com base nos seus sintomas podem ser usados para aprender o processo de tomada de
decisão desse mesmo médico. O uso de regras abrange muitos campos da ciência da
computação e, nesta dissertação, focamo-nos em modelos baseados em regras para
as áreas de aprendizagem de máquina e prospecção de dados. A aprendizagem de
máquina dedica-se a aprender o modelo que melhor prevê eventos futuros (não vis-
tos até então) a partir dos dados. A prospecção de dados visa encontrar padrões
interessantes nos dados dispońıveis. Mais concretamente, estamos preocupados com
a seguinte questão cient́ıfica: “ Como aprender a partir dos dados modelos baseados
em regras que sejam robustos e interpretáveis nas áreas de aprendizagem de máquina
e prospeção de dados, e definir a sua proximidade ao óptimo? ”

Para responder a essa questão, empregamos o prinćıpio da Descrição de Comprimento
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Mı́nimo (MDL em inglês), que nos permite definir quão óptimos são os modelos
baseados em regras para um conjunto de dados especifico. Informalmente, o melhor
modelo para um conjunto de dados espećıfico é o modelo mais simples que melhor
descreve os dados. A classe de modelo espećıfica em que nos focamos é chamado
lista de regras, ou seja, um conjunto ordenado de regras que têm de ser interpretadas
sequencialmente. No entanto, encontrar um modelo óptimo é computacionalmente
imposśıvel na maioria dos casos. Por isso, propomos heuŕısticas que descobrem bons
modelos mantendo algumas das garantias originais. Os nossos algoritmos foram em-
piricamente testados, validando desta forma a nossa abordagem e mostrando, na
maioria dos casos, que eles atingem um desempenho melhor ou semelhante ao es-
tado da arte em aprendizagem de máquina e prospeção de dados.
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discussions; Cláudio, for hosting me; and Lincen, for the MDL discussions.

While abroad, your friends are an intrinsic part of your success, and slowly they be-
come part of your family.
I was lucky to have lived at Zoe, the affectionate name we gave our house, for four
years. In it everyone shared meals, laughter, and stories. I would especially like to
thank: Esther Weigmann, for becoming such a close friend; Justina Gabrielaityte, for
all the laughter and potato dinners you brought; Lorenzo Pasqualleto, for turning an
ordinary moment into an unforgettable experience; Andreas Pedersen, for the trips
where you got sunburned when I did not; and Léa-Rose, for always bringing banal
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Depois, há o meu grupo de amigos portugueses em Leiden, que sempre me fizeram
sentir em casa. Eu gostaria de agradecer ao: Nuno, por estar lá desde o ińıcio; Vasco,
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